





L]

v

D 155 622 v . " C5 004 139
AUTHOR ' - . Prederiksen,’carl . ‘
TIILE Discourse Cosprebension and Early Reading.
INSTITUTIQN Pittsburgh Univ., Pa. Lea:ning Eesearch an&

Develorment Center.

"SPO¥S AGEECY . Bational Inst: of- Education (DEEU), Easbimg%on,

D.C..
PUP DITE- - Apr 76 . Ce .
CONTRACT §00-75-0049
NOTE - 80p.; Paper presented at the ccnference ‘or Theory and
. T Practice of Begimning F¢ading Imstructicn, University

of Fittsburgh, Learning Bescarch and Develcpment
Center, April 1576; Nct available in Hard copy due to
sarginal legibility of origipal document; Fcr related

. documents, see CS 004 132-133, Cs 0C4 13%, CS OCQ
137-173,. BD 125 315 and BD 145 399 ’

\
EDBS "PRICE BF-$0.83 Plus Postage. BC Not lvailable fxon EDES.
- DESCRIPTORS *Beginning Reading; *Cognitive Frocesses;
' . ' *Comprebension Develcpsent; *Ccnoected Disgcourse;
P Decoding (Reading) ; Ciscourse Analysis; Erisary
Educaticn; *Reading Cosprebension; *Reading
. - : Inpstruction; Written language = -
IDRNTIFIERS Oral Languagde
ABSTRACT

. The prilary goal of early re¢ading instrnction,
accordinq to this paper, should be“to teach children to comprehend
written discoursé in a manner sisilar to that fcr oral discourse
because both typés of discourse regquire d¢coding ability--graphic or

‘acoustic, The paper asserts that tc sisgly design reading imstruction

to achieve the subgoal of decoding (which secems pcst cften to be the
c&se) is likely to lead to subsequent difficulty in achieving the
prisacry goal of cosprebensicn. The faper describes_a five-stage
systes of discourse comprehension, ascending frcas the Lasic level of
graphic input to the higlest level shere inferred propositions—-
(cosprehension) are procéssed. Illustraticns of these text based

.

_inferences as they are used by children in telling and retelling &

stories show how ‘the systematic study cf discourse ccapreheasion can
be applied to beginhing reading instruction. (%The. discussicso
folloving preseatation of tho paper is attached. ) (RL) .

1 4

..................O..........‘.......'...‘0‘.........“.....“..‘.“...

* Reproductions supplied by EDRS are¢ thQ best that cién be sade s

L froa the original docwagnt. . *
..‘th..“.........‘.........“....‘..l’..‘..‘.0.‘..‘...0O..........’..

L4



> - !

. s ’ -

- * US OEPARTMENTOF MEALTH .
v { EOUCATION & WELFAR
. NATIONAL iNSTITUTE OF '
. / EOUCATION .
R T S DL UNENT =AY BEEN FiPFI'_ !
" ODLTED Exa7®_v A% RETE JET LhoL 2 -
. . THE PERSTIN LR CROGAN 267 Th e L N
: * BT NG T BT NTSCE L Em TH TP N Ih. .
STATEZ OO ONTT WECE.LAE - TEPTE
. TENTLEE T A_NAT TwEL N,TT_TE LS ’
. EC_TAT W PC, "IN TE BT Tt
. l' - .
' . Discourse Co-prehension and Early Reading )
L ‘ ‘
AN . .
O
-
wn ) .
. - Copy -
J
. e Carl H. Frederiksen
. National Institute of Education
Ve
1200 19th Street N. W.
4 . , .
Washington, D. C. 20208
JREE
® |
Confetences supported v a grant to the Learning Pesearch and Izvelopm
N Center from the hational ITsritute of Eduicazicn (NIEZ), United States
Departzent of Health, Ed:ucation, and welfare, as par:z of NIZ's Compensatory
Education Studw.: The opinions expressed do nct necessarily reflect the
position or poliszy of NIE, and no official endorsement should be inferre
) N1E Contract 40J3-75-074%
- A l
4 . . '
This papep was presented at the conference on Theory and Practice of
'b\ Beginning Reading Instruction, University of Pittsburgh, Learning Research
. -and Development Center, April 1976.~ - .
. f\f} r . .
~— - ' -

. "l' 3. . . . -
e < - ' k.,: SR AN ALY
V). BEST AV 'aii 2ot

o g .
ERIC

.
.
» .
rorecrosieio enc) - .

. « -~ * -

-

M
W
)

- T




~— ' " DISOMSE COMPREMENSION AND EARLY READING

L . Carl H. Frederixsen P .
MNational Institute of Educatien
1200 16+h Street N, W, .
Vashington, B. C. 27298 -,

\ » - :
Covrehension ar3 Farly Moading
! )
There arec tvo points of departure in arsroaching.beginning

reading instructicn. One could, cn t:\e one hand, start with an
understanding of what a child's canalnhhes are in producing
and catpreherm".g cral languaze; or _one could becin .-nth a
conception of the ability one wants the child to acduire—prof-
ic:i.e{uq in ca'pre."xe:id.i:g vritten discourse—and atterst to design

'
reading instruction tc prarote the development of this ability.
Ideally,” one would app::oach reading instruction wi:h an wder-
sfanding both of the child's cur*éz‘ linguistic ability, especially

the ability to ccr'nrehend oral discourse, axd of the process of

skilled reading. Yet, we still kv very little about the cognitive
. processes underlying the ability to understand discour:se, either,in

dm.dzmabouttobegmreada.lqgmstmcumormskilledreauers. -

. Thus, begmmgread:.nqmtrucumhasmtherastbeenbasedmre

on untested assuptions abo.:t the nature of the eav'wrehm'xs:.m
m and vhat is reqmrd to leam to arprehmd wnttcr text,
ﬁm o an adequate understanding of how duldrm cumre}n\d oral
dimgeorleambocamrd\erﬂwnttmdlscwrse T,

The present, chapter has two prmcioal abjat:.m First, after _
briffly characterizing present theories and knowledge about :

T
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.discoursa oxrenension, it will attermt to identify amals far

.
beginning rezding i-Btristicn vhich take these thsorics and
y .
. ] . \ e v .
knowledge into accomi. In marticular, it will establich that the
: h] ' ay. Al T o~ e L
prirary c~al CF early rezdiing instructicn siiold he 4o teach

ry

children o cozrehand written discourse in a ~anner similar o

mvolves decocing acgoustic *“f:::'-atlc:. A recessary sub—g221, then,

is to teach grachic decoding., ‘toroer, it will {Je arcued, desicnine

instructicn in early rea:ian‘*solely to achieve the sthcozl of -

graohlc cecodzr is lixgly to 0 lead to sub sec_én:' difficulsy in
achieving tbe prirary coal of cacrehension, eq.:eciaily in children
who have difficulty in learning to decode. ’

Secord,. certam recent theoretical and "ethodolc'agi::ai ceveloo-
ments in the study of children's discoursd corprehension will be
described which can contribute to aur knowledge of the’prooess of

oral.discourse coarpréhension in children beginning to read and“of

- the relatlo"xshm of oral discourse processing to the processing of .

written discourse in early reading. The theqry has two carponents:
" P . ' )

(1) a representation of the propositicnal ¥nowledge structyres

which underlie the‘prod\x:tim and ccrrore:mmon of discourse; and

(2) a taxonow of text-based inferences in discourse ¢orrrehension. -

The taxonamy identifics classes of inferential operations which ray:
be applied to provositions giﬁven in a discourse to éenerate-ﬁw

———— -

-
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(’J'.r:f'err'ed) propositim‘@l's":n.téturcs. Sirce the first cerponent of
the theory has been prosented elsevhere (Frederiksen, 1975a), the
present chacter will co::::ent.r'ate cn t.he second mmtfw:t:baseé
mfere:ce ’

- 'I‘he mﬂndoloclcal develqnert consists cf coding procedures
which allow cne: (1) to determire fra a ch.le s stbzy (or other
dlsca.rse) recall preca.selj what prcoosm‘.cnal J.nfoxr‘atmn a child’
has recalled fram a story, and (2) to J.m'esugate the specific /

inferential operations a ci'uld ras.erployed in camprehending and -

SR

,;Eetell:mg a story. Text-based inferences are investigated l:y
. cmparingttnsei:ztposit;msinachild’sstoryreallwhid\am

mtexphmtly represertedmthestozypresm‘aedtoﬂaeduld,
ﬂnsewmchareecphcztlyrepresa*tedmtbestory 'memet.l'od_ .
mdesaverydetalledamtofthe,kuﬁsarﬂmtofsa:antic
infonnaua*aduldacqulresfraqastoxy and of the inferences$ he . _
makes in carprehending the story. 'I'tms,themethodpm\ndes o
miﬁm%ofhadu}dmammmm
or aral discourse canprehension. " - h L
Pimlly,thep@erwﬂlbneﬂymlder}wmesedevelopmts
anttihmetoamphsmn;ﬂ:epnnmyaoalofcmprsmsm
inearlyreadirx;. Applimtw.sbothe:asssmrta:ﬂdlagnosisof'

£

ﬁﬁmbe&wduldrmspmsimoforalamwrittm
dimzrseandtobagfmungread:mmstmcumwnlsediscussed

l -

: } ~
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- s Corprehension ard Sarly Peating

The conventicnal way to think about the reading process (and

. ) ‘ )

the process of oral languace ca'pre";ension) is tq begin by
: <

distinguishing different processing le =ls which are. assocn,ated ' ™

with different intermal Yeoresentations of graphic (or acoystic)
, - . 2o ¥ )

input inforration. All that.is required to establish distinct

processing levels is to,establish that a linguistic irput is T
T E represented by reans of different ghstract interval codes sudh that
' \ B " each code is distinct fron the others a:‘ﬂ/ the codzs ray be generated

. fran one e:uotner in sequence. Figure 1 sumarizes five proceesing

-

lgvels assocz_atedwl._.“x fout distinct mtenmal codes/s.nce there :
v issv.bstantm. evidernce for the existence of each of these internal '

: - © . «Codes ‘and since each code'may be derived fram a code earlier in the

sequence, the processing fevels in Fig. 1 may be regarced as given

and taken as a point ofdepai'ture.i.n thirking about the corprehension} - -
— . A . - e e ... - - - ’.‘

Insért Fig. 1 about here
The fJ.rst level of internal code represents a grapluc (Or
-acmsta.c) mput as a set of abstract v..sual (or acoustxc) features.
i ,‘; . The existence of an. abstract feature tode has been estabhshed by °

'»rwearch on v1sual and auditory information procgssing (cf Lindsay
* .

. & Noxman, 1972) and by many expermenbal studies o

(e.g. ) letter

R and word recognition (cf. Neisser, 1957; Gibson and Ldyin, 1975). -

~ R .

6.
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. P4 .
The neural processes v*?ch oncrate on a grachic (or acousfic) input
and ‘produce.an en o]

f the input information as 3 set of abstract

[ 4

.visual' (or astidory) features are referred to collectively as feature

analysis in Fig. 1. - . S

-The second processing level involves the gmeration of‘an internal"-_ .

—

'informatioei structure consistirg 0% a sea'm of lmcxl.s"lr‘ um.,s-—
mnnally a st.rmg of lexical concepts ard gr a"natlcal ~orphemes—fran
t.he available feature informaticn. The process whichegenerates this

abstract languace code fram a set of grachic (or acc:stic) ‘eatures

*

will be fe"erred to as graphic (or acoustic) decodiryi. Decoding is a-

v

corplex pattern recognition process which operates bot.h cn the abstract

feature code and on an internal lexicon which. contains informateon

about words—their prommciation, ort.“oqraphic structure, wntactic

categones, meaning, and o"agnatlc information abcmtword usage.

Dewd.mg 1tse1‘ ray mmlve additional mtermedlate internal codea

mmugofseqmofmtssudmasprm(ﬂmcode)or
a't!pgra;tucpattems (orthographic code) . Byfart.hemst tention’
lnsbeenqxvmtodeoodugproc%sesmr&searduarﬂmstmctml ‘
deéignrelatedtoearlyreadmg(Cf Gifson & Levin, 1975) . ‘Research
nmcumminqmenamofthedecoqucamtofmscourse
melmsmwx.llmtbethemmofthepresmtpamr ‘bdoubt
tl'eywillbedxazsqedb/otn;rsatmlscmferemefcﬁ,Vmeskyarﬂ
lhssaro's&\apterinmeptese\tvolune) I NGV .

dhe thi.t'd level mvolves the genEratJ.m of an intenal represent-

+



Carprghénsim and-Early Peading - ] 510

i ation of the &yntactic structure of a la.nguaée string. “«'hilegpS‘,'dD-

linguistic research has established beyond a doubt that such a

~ reptesentat'ion occurs, the s;aecific nature ,Of the syntactic. ;'epresen‘t:-
atior; and of the s';mtact.i\. ocr:nc:‘em': of the ca"o*'d"p“sion process 1is -

open question. “hile ma ny psvcholinGuists n the past have ,;acoepted
the repr&sentatlm of sentence structure associated with generatlvc ‘-
u'ans‘orr'atlcnal grzTar ax the internal represe:‘tatmn of sentence
stnr:tue, the notion that a c;ra'har ought tn be "n"yc"mologlcal‘ly
realistic” has now been accepted by linquists and psydolmgulsts
- associated v.a'th' the generative grarar tradition, leading them to o
a:ns:.der alterr.at..ves to generative grzrar which appear to be rore
plaus:.b e psydxologlcallj.‘ Camputational approaches to sﬁu/tax appear
to be particularly promising as psycholinguistic models of syntactic
progessing (e.g., Voods'* (1870) and' Kaplan!s -(1972) augmented transi-
tion network grammars), especially if they are designed to operate as
W'Of systems which generate serantic interpretations gf \
—gentences (e.g., Winograd's (1972) prooedura;l gramar) .
The f.a’xrth-.and fl£th 1evels of processing imvolve the representa-

tion of the semantic (propositicnal) f'cd‘xterxt" of a linguistic input.

The first of these, the interpretive caménent, takes the syntactic

structure of a lanquige string and uses it to generate a proposi-

* tional st.n:cture—émsistim of a networ% of concepts and semantic*
, N ; ‘
relations linking these cornepts into semantic networks. The

. attetd: to ‘specify semantic structures for English sesitences is

v

o
i
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a problen that has ocopisd investiqators in lmgulstlcs (e.g.; Cr*afe,
1970. Leech, 1969 G:mr‘-e., 1975),_ccr*auta ional lmgulsts (e.g.,
Sirrons, 1973) and artificial intelligence (e.a.,.Schank, 1973;

.

Winograd, 1972). Ps;,c:oloc-sts have approached the problem’as one of

<

specifying the fom in w"uch pzvooutmwal information is represented -
in rerory ?cf. C‘rot.‘:ers, ]:975; Frederiksen, 197514; antggin, 1975;
Norman & RoTmelhart, 1975). The most interesting atterpts ‘to soec1fy
models of the farpcess of sérantic interpretation have been made by~ |
carputer scimti‘sts woo }:.a"e a’-te'pted to program carpiters to answer
questions or in other ways demstrate an ahility to understgrxi”
B')ghsh sentences (cf. Winograd, 1972; Schank, 1973).

v
The fifth and highest, levgl processing carmonent operates entirely

on propositions, generating new propositions from propositions which
are given, e.g.,,éran prior discourse, from discourse contexk, or
f}tmpreviouslyaa;uiraihwl@ea_bwtthemrld. Arﬁsuchprocess ’
will be refered to;here as inference. MNote that t:hare is no irplied
reference to truth—value on conditions of valid inference ih the
mtdefmltmnof inference. Anypmposltmnwmchcanbe
gmerated fron one or mere given propos:.txcns by means of specified
werat.ims (tobedismssedlater) will be referred to as an

inferred oromosition. Inferentxal processes in dlsoourse cavprehensxm

have beccme a central’ topic amrx;mrkers in the fields of artlfz.cml
intellegence and computational lmgmst:.cswl'uoaremterestedm ¢
building "intelligent” lanquage understanding syst7\s (Schank .& Rieger,
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-

" 1974; Rieger, 1975, 1976; Wilks, 1975; Winoorad, 1972; Colins, Marnock,
Aello, and *tiller, 1975; Collins, 1976). In addition to providinq
theories of "‘:m inference o:rraa:-s J_n lanquace corprehension, this work

makes clear t.“° er“nﬂt to which m‘ererce is inwolved in the everday

in an ‘ear_lief éaper (Frederiksen, 19%a), propositions:which are infer-
entz.all', relatgd frecuently occur in discourse although the inferential
relations among kprcpositions may not always he eplicitly expressed. ' The
existence.of high-level "text macro-structures” mvolv:mg such infer-
entially related p;opoéi,tiorls has beeu recognized by a nizher of
_ contributors to the field of discourse analysis fe.g., Crothers, 1975;
Wt, 1975; van Dijk, 1976; Kintsch & van Dijk, 1976). This -
fact't'ogether vith the fact that a host 'of lar'xguage processing preblems
at the discourse level (e.q., anaphora) require inference for their
solution establish that a discourse ca'prehensm system must embody
L . ¥hile silscourse carprehension certa.mly involves the prooessmg

nat:m'eofdlsooursoproc&ssmqrewamtobeanswered ¥What is' the

fonn of internal reoresentatmn or.internal code at each processing
level? How does each component process operate? How o these

camponent processe., interact? This last question lS the key to
\rﬂerstarﬂmq how the ca'prehenmm process cperates as a whole. It
i.sthecmplac mteractlmsamca'ponentprocessesthat have ' '\

3
. -

processing of ratural lanjuage discourse. Furthermore, as was indicated

'lmlsinhcztedmhg 1, thenostmportantqmstlmsaboutthe ..
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posed me-éreatest theoretical lchallenge to those atterpting to model
.the mreimsmw process in any detail (e 9., Winograd, 1972). ‘
- There are t:m oo"trastmg ooncom-lons o- row different caponents
of the dlsopurse caprchension system interact. In one ooncepg:ion,‘
which e shall fefer to as the bottom-up conception of discourse - ,
prooessmg, c.ecodlfwg, syntactic processing, and semantic mterpreua- '
tion azza ;f:noelved of as occuring in' sequence.  The teym "bottam-up”
-refe.rs to the fact that lower level processes occur prlor.to (and
are independent ofj higher level processes. In the bot tam-up .
conception, the pfooesses by which a person mder'q:tar;ls‘a discourse
‘age controlled by the textual input, that:is, there is a more or
L ;assaumt;cbarsugofeachsmmmmMMfolm o 1
. y o by semantic interoretatim based an sentence'smtax The bottamup ‘
‘ conceptlmhastmdedtobepfeda'tinan*mthet}un)ungof
psydnlmgu:.stsanireadmgresearchers 'Ihean‘rentaphasa.son .
’&coduglfearlyfeadmgmkessmselftheca@e}msmpmces&
is dssentially bottamup in its organization. Hosever, recent atterpts
.. m.progran camputers to "}nmdersta:\d" language, e.g., to answer
T - questions and carry—wt; Eng-lish dialogue, have established clearly
. ﬂntlarm:agemrpr??m\smsystemm:stqaeratemamrecmpiex
fastumtbaniscmslstmtwlthapurelybottm-\pcmcepumof .
discctn‘se processmg For example, vhile Wi.nogmd s (1972 caputer .
—pmgran to undérstand natural languaqe is ongannad a.mund a qntactlc

parser it requi.:es senantlc and deductive (infenmt:.al) routines

=,

. N
.
; . . .
‘ -
.
- ¥
N - \ - L4
. . » .
. .t -
.
. .
’ .
.




‘parser in t-.'}riograci's systerr calls these other qarpdrents vhen it is

- a language user- to ocrcme s*ptacmc, sa'ar*lc, ard mFerermal

—
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<

- which interaét with the parser in carplex ways. Thus, althouch the |

»

necessary toO carpléte syr*"' c anlaysis and semantic interpretation

-
L

(e.q., in CGetemining pmna.*.igal refere'rce) his systav incorrorates, - .

the notion that the p*coess of ca'“ne!'ens cm mxolves’tré ablh*'y of -

procedural }’*mlecce in an mte*act;ve fa.sh:.on to produce a serantic /

LA )

interpretation of sentential irputs.’

. The second co"céotlor renmsents an opposite’ e}’*:_ra-e in whlch
the s,'ntc.ctuc ard J.n&.rpret..ve cd’porents are presured to be alw,'ays, .
under the cortrol of hlgh-leveL: inferenitial processes. For atarple,
in Schank's (1972, 1973) system, corprehensicn is regarded as a
process of mappi:g fror. gramatical ard lexical infomation contaired
in input senterces to "cor.ceptual depemdepcy netmorks A conceptual’
dependency net:f.or)f is cmerated dlrectly frm a (m.mmal) syntactic
parsing of an input’ sentence and frcn world knowledge and l-:nwledge
about the context of an uttefrance. Ii’zncal verbs are transfon'ed or -
decur:posed mto pnmtlve "case fra:res ponta:.nmg slots which GQ
be filled by 1nput, lexlcal concep.ts or otber stored conoepts By
ident:.fymg a verb, retrievirg its primitive case frame and asmgﬁux;

concepts frdm an irput sentence or sentence context into "slots” ir

[

the frame, the system operates primarily at an inferential level,
usi.ng lmer level ccnponents as necessaxy to mstanmate" the storpd

fram, ‘thus bmldmg up a cmceptual dependenty network v;hldm “flts"

- L4
. . . —_— ~ -

ot
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T + ®the input "data.” Thus, the system operates primarily in a tom—'mn

fashion. TWwO aspects of Schahk's svstem, the notion of a franer

stmcuxre and the use, of me*er»ce in smantlc mtc.rpretation,
- - prcved to be gxtrmely po.:er‘ul idecas (cf., . ‘Wirks, 1975;.

¥

Schank & Rleger, 1974) ', D s g
The psychological evidence' for fop-down procedses in discourse
canprehensicn goes back to Bartlett's (1032) original experiments on -
~ _sonStructive merory | for text. The notion of a frame structure is
not unlike Bar*lett's notJ.m of a schena fBobrow & Norman, 1975).

h

: . Bzansford and F‘ranks (1971) revived gartlett s "constructive” anproach

) 1:: dlscoxn‘se cmprehamsm w1'ch the dermstratmn ‘that in mderstarximq

sentenoes squects generate new mfonnat:.on th.ch was not acphczt in-
thei.rp;tsent&ces mrﬂ'»eg-ore,ﬂmeydonotdlscrmnatebet\wem -

* «the two kinds of mfon“atlon, that whlch\tas exphcn; in the text and
that‘ which was not. our own work 'Fredenksen "1975b) we have
investiéated inf pmposz.t.loms which are present in subjects' .
discourse recalls establlsm.ng that mferences are ‘generated during . ’ ’
input processmg Furtherrore, ye’71975c) have marupula%ed

-

_ contextual factors which ought to mnttol the extent of mfercmce ard

pmrhced the expected contextual effects on extcnt of mferentlal :
AN B ‘ ‘

Jrocessing. It was. <sible. to conclude that most of theése mfercnmq -

' input processing.’ In another stu‘ly (Froderiksan,

’
-
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- Whlch troy are “inferentially related. - .

. The research vhich has béen described is consistent with the

s 4

Follosing assuption: | < Y

Assiwption 1. 2 norral characteristic of skilled reading and

.

oral discowrse capreh a.s* on is the occurrence of high-level

R inferential processes which jnteract with other caonent

processes ‘in a too-Cown .ramner.

A principal reasaon why:an efficient discourse processirg systé-z has
to have top—cdown characteristics is that -sulz;h ‘processing is essential
-

»
- T

* t0 elimirate the enormdus prooessir.g load which discourse would place

on a bottom-up system. The aucpuon of top—do:m processing strategles-
R

inferences in dJ.scom:se caprehension, inferential ccmtrol of semantic
~
""‘Mnterpretatlm and syntgctic processmg, and the use of contectual ‘

‘is a powerful means ,of reducmg such intolerable processirg load.
b | Ebtamples of top—down sm:'ategles are the occurence of text-based

- infermation to facilitate deoodmg.
. -)smrpﬂm’lna&sraﬂyleads«gnetoaskﬁt?erearecamuons

-

which would leadanersmtoprocess lmgulstlc mp..lts in a predomi-

.nately bottom-uo manner. vhile rany exponents of the top—down
conception would arguethat lanquage processing is' alvays too—dam “ \ . o
' tlnremvheccxxhtmnsv*uchmldleadtoamrebottm-upmdeof ’_
. - ms mte*actmn in discourse ccrprehens:.m. Relabed to the prcqcnt
question is the hypotl‘esls which has been proposced reccntly (Lchrqe

} _and Samels, 1974; Perfetti and,Lesqold, 1975) that persons who are not

' e 1 4 - . .
‘- ) ’ ) '
. . -
. N .
’ ~ 14 ! !
. . .
.
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pmflt’:lent in deood.mg will Fall to caprehend because, after they
have fmlshed deooqu a message, they will have nmdequate processing
resources r /ammg to caplete 'hlghe; levels ‘of syntactlc and
 semantic analysis. ¥hile this hypothesis reflects a bottom-up
conception of diécourlse.prooessinq, a second assurption may be offered
which proposes a more profqmd e!fect of encountering dﬁfi@bj in |
decoding or other low-level Aprocess-ing on the discesurse processing

+ Assuption 2. If a person encounters difficulty in decodinc

or other low-level disocourse processinag, he is ]:ikelv to

; - reverttogbottan—&mmd.of dxsocur%pmcessm mth

respect»to all mmmssm 1Aels, thus fallmg to
. L3 J
‘ ‘ ‘ amploy those mferentlal and other ton—down processing strategies

, utd.dxarec!*ara;terlstic ofhisr;omaldiscourse processing.
Assurption 2 predicts tiat encountering difficulty in decoding
will affect not only what 5sing resources remain, buta’isc:the
nature of the carprehension process itself. Similarly, it predicts '
'tlnt enqountering dlffmzltympz'ocesswsmta\cesyntaxorwith

samnticm{erpmtaumd.\e eg.,tomfmlmrwntentmldhave

T : similareffects Ifthisassmpt:.m:.svalxd t}mwemldacpec"
- ddlledandmskilledpeaderstodxffermtmlymthtespectto /
/f rs . I ’ ’ 4
k ’ &cod.ingptoficimcy; we would also expect that unskilled readers

vﬁl&l’eamtoprocesswrfttendlscmmsemsxhawaythattheywould
failtoapplyﬂepwerﬁxlbop—dwninfermualmse#theyhave
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— available -for p'rocessing eral 'scours'e'to the processing of written

While thers is as yet very little evidence bearing directly

on Assurption 2, there is ‘a.body of resca.r.:cl'u' which is suqgestive

and consistent wjith»; this asswprion (cf. GiBson % Levin, 1975). -

Gx.bson and I.evg.n conclude their rev:n,ew of t}uq literature with

the following sgrary: .- . -

' Good and poor feaders @ not necessarily differ in

¢ - the .!bl.llt"' to transform a written word to speech
in etb:zr words, in the mechanics of reading., 'I‘he
ab.r.l;ty to use la?ger urlits and to make. mFerences

tbe text is involved in slu.ller" reading rather
than simply t.he ability to decode, so that skilled
decddersvm}‘avemt learnedtoorgamzethetext
into ha.g'f&-order groupings ray still be poor

reade;cs sg far as ca*pre,henmm is concerned”

—

(G:.bson & Levin, 1975, p. 391).
What Assurption 2-offers J.sanexplanatlcno‘w":ygrﬁdandpoor
readers who T;hffer anly m.mmally in %codmg ability would be
e:q:ected to exmblt suc:h striking dJ.‘ferences in the ablllty to
N 'G:rpreheni m:ltten text. )
What, then, .is the nature of reading acquisition during the

early grad%" Mcordug to the present view, leammg to read

involves both the acquisition of graphlc decoding processes and

Ae

B
-] - -
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learnmg to agply ‘the full power of the oral discourse processirgg
systen to written text. The problém is that even 1f beginning
. reading instructicn were able to make a child ¥ efficient in
graphic éacociing as in acoss;ié. decoding, this vx?uld*bc n.‘;
guarantee that the du‘ld would process written text as effici- .
4 axt_lyoti;ﬂme'-sémménﬁerasoraidiscom’se. In fact,
' instruction designed to efficiently’teach decoding subskills
mey actually have demand characteristics which cause children o
W reading in‘a relatively I:ottan—up manner whether or not
_.they experience difficulty in decoding. Even the seemingly *~ = L
. imczm:staskoforal,read:mmayblasachlldtoa;proad'x ’
reading as a tas]fessentla}ly different from that of-or;l
mguage;ca:p:e}asim. The arguent. for”teaching decoding’
directly is not that a child cannot othervise learn to decode
(cf. Sdderbergh's (1976) case studies of preschool children
lemingtodecodespmtaneously).ltlsthattherexsan )
ig::ease in efficiency 1f decoding :Ls taught dlrectlz the
inpl).cat.\mbemg cmsxstmtmtbabottm—xmcmcepumo‘
discourse proccssmg, that malun; the c.‘nld an ef,ﬁicient r‘ecnder
\d.ll result autaratlmlly J.n t.he c!uld's bemq able to aroly his

oral language slulls towntﬁen text. Boazvrzr, if the mcrea.,e

ineffzcwxcymteadimgdecodunlsbanhtattheexpcnseof

mdmmadxﬂdu*bprocessesdmsemanamerwmmls
mmlydiffergxtfmqlwtepmcesmomldMse,

;
®

'
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it is not worth the cost.

Early reading instruction, then, rust be griented towards

ad.mieving the folleowing two goals:

« - (1) the prirarv acal of earlv reading instruction is to teach .

|

&

-children to nrocess vwritten discourse in the sge manner as .
== ‘ .

oral disoourse: and (2) a subsidiarv coal is to assist the child .

in developirg efficient prccesces for decoding written lamuac;c

The problen is to de51gn beclnru..“g reac_mq instruction to
..sirmltanecusly accorplish both ccals }o«'ever, if attairment of |

the primary goal neces‘sitates- scme inefficierncy with ‘respect to

|

the fary goal, .then that inefficiency must be tole;:a'ted. ‘
If beginning readinrg instnrticn is acccnplish both of ‘ 1
these goals, it rust be based on an 3 oftbepropesses ‘

duldren have available to them for ca'prehend.mg oral dlSCO’..Z‘_"SQ

\

as they begin to read, of developmental d".ances which take place
inoraldlsowrseprocessquumthepenoc}ofearlyreadmg

and of changes which take place in the processmg of wntten
dlscov.n'seasaduldléa.mstoread It.will also require that

we have avallable procedures for determining how a child is

pmcessm oral and written discourse and whed':ef he is processing
boﬂxoralandwntwdwoarsaxnﬂxemnm In the next ,
secti.fn stme_ recent thepret.lcal and mthoﬂologlml develoreonts

will be which provide both an approach to describing

ddldrm'smssﬁgofomlaﬁyrittmdimarﬁépmcehm -

~
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’
-~ . .

which is adaptable for use in the classréan for determining how a

) - . é

child differs in his processing of oral and written discourse. The
story retelling task.which is employed is both natural for children

and suitable for usc as an instructional task.

.
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~ .

/ ,. " Text-Rased Inference in Children's Story Ckro*'che.rzslm

-~

: The previous discus;ion identified five processing lcvAls in
' éiscoui“_se‘cutpre.‘zmsion ca the basis of ﬁif.f,eréat internal represent—
_ations of a linguistic input. Carprehension was described as a précess
by which a-serantic (progositional) 'ep.resmtatim is generates, from
. d.rmtdlsw:rse Amredpronoaltlonalkrnledgevas de,scx\_bedas
falling .into o cateaorlos—-tl‘.at which results duectly from semantic /
interpretation of an input text apx t.‘;at; vhich jis not explicitly

reﬁr‘&smted;ina text and hence be irﬁerredbya listener or -

reader “To d?scnbe the processes of semantic mtexpretat.m ad

inferenoe in any detail will reqm.re that ve first be able to specify

the exphc:.t prooos1t.mal cmtent of a dlsoourse. ; '
) Anatln'alapproadmtotheproblenofspem‘yingﬂ)epropomua'\al '
mtofdlscmrseistoomsiderﬂreoﬂxerhal:fofthemicatim
ms—dlscoxrse production. Figure 2 presents a c’aibeptim-o‘f the

process.of discourse production in which a text is viewed as resulting

fram a series of caorumicative decisions whereby a speaker (or_writer)'

generates discourse from his store of "message reievant" conceptual
“and proposi tional knowledge. 3,ahe store of semantic knpwledge frah
Mﬁd’ratextualmswelsderwwédWLHbereferredtoasamewe .
dcfmain, In the present-conception, dlsoourse nrodlx:tlm uwolves,t_hroc
_levels of decxsmn, each of vmr:h det.ennmes a different aspoct of .

_ 'discourse stmcture—-seﬁantxg {propositional) content, textual organi-‘ T,




»
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~ zation and oohesion, and sentence structure.
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At the first decision -

/

level, a speaker (or writer) rewrieves units of semantic information

for explicit incorporation-into a ﬁisootﬂee ™is selectio;m-o*dcess'
reflects pracratic assu")t o'\§a speatexr, (or writer) nakes about what
lcx:wledge he alrvaf‘y shares w1..h the person being addressed ard about -
the inferential canablhtl.s of the adéressee. That propos1t10 al
knowledge whiih a spearer (cr writer) selects for exolicit inwrpora—

tion into a ressage is called a ressage base, At the sec::rx{le\;el of

decision, a-speaer (or writer) makes staging decisions whic:h c‘e:.ennine

Sem §

how the*selected® 1nits of serantic inforraticn are to be orgam.-;ea: into
discom:se, i\ncluiing decisions about seqmm:ce, topicalization, refei—
ence, and correspondence between. semantic units (such as propositi.c::!'tS)
and textual ur'li_ts {such as sentences)? The resulting "staged” messager
base is referred to here as a text base, indicating that it contains

hoth "textaal” and semantic mfornat:on Finally, a speaker applies __
hishmledgeo,f sm@cestmcmretogeneratea-semmofsmm
fron the text base. Each of thesg decision levels involv&s coTRni-
cative decisions which successively reduce the amcxmt of free vanatmn
in text. Presxmbly, rost free variation is elimnated at the level of
the text base; the last stage, text generaticn, involves only the
application of ara"natical rules which are aporooriate in a speaker's

(or writer' s) langyage carunity. Of course, discourse prodluction

ou:rsmmaltmwzmm'ny xﬁxteractlmsmncarpamtproccsses

cf. Melleriksen, 1976a).

~

an
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\ *
S i Insert Fig. 2 about here (
. . m o o e m e e e o _
T To illustrate, Figure 3 cdntajns an exaple of a message base

for the following children's story (from Kall, Redér, & Cole, 1975):
. | | The Flower Pot Story
(1) .This is Michele. . She is vatering the flowers.
' (2) Crash! Now Michele thinks that Mother will be mad.
She wants to run away. ‘
‘ C (3) ";t‘m not mad," says Mother. "I now you didn't rmean
to do- it. feé’s clean up t!'ze.m.ess."
{4) Michele picks up the flovers. She gives them to
L Mother. "Don’t worry,* says Mother, "we'll put them
in a nice pot.” 7
L 15)‘Nmtheﬂmersareokayammemslsauc1eaned
] w, Odreon, says Mother, "Ietsgoazﬁmkesme
e ooten® - L\
: Each numbered row in Figure 3 denotes a proposition consisting of a
network of oor_ée;g (in parentheses) connected by labeled semantic
relations (the arrovs connecting the concepts) ; each proposition
represents an event or state. For exarple, proposition 100 représa‘tts
theevmtmchelecaused thencta.mwatertoaffecttheob)ectset

. ﬂouers.‘iheactiminpmpqsiti:nlﬂOwasinitiatedinﬂnpast
. wiﬂxca\thmsaspéctasﬂﬁcatedbyﬂeoper&mrsmmhm

22. :

N
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(cont) on the AGT relation (each of which is denoted by an 2 sign

_ followed By an operator label). Amceptmybcanob';eét (J.n

o

‘(mzrespaﬂe\cebeboeaxthetactmlmltséntence thesmantlc

which case 1t 1L-preceeded‘by a colon in 'c.he Fig.). (b)ects appear
both within prcoosmlors and on an object list. together with relatJ.ons

that indicate how each object is determined and quantified. For

e:arple, Michele is definite smgu_ar E.vexy other concept 1s an

actmn, attribute, deoree,, location, or tmc Pmpomtmns frequently\

are embecded within other prepositions (as uxdn.c;at:_edbya square
bracket insa proposition containing a proposition mrber). For example,
in proposition 203, richele is the patient of the processive action
want which, has as a,goal‘theeventr‘q:resenteabytfreerbeddedprcpo—
sition 204. Full details of thesé netdrk structures for represent-
ing propositiénal lcmledqe are given m?rederlksa'x (1975a) .

Staging decisions explain why, e.q., sem;emchs (1) were
. ) “
generated from proposition 100 rather “than some sentence qr

.sentences, . This particular staging establishes ™i e as the main
- . “

t@i.coft}'estoryandﬂ;eactimassbsidiary . An

'altemative staging might have been Michele is wa the flowcrs

¢

unit proposition) or Heré are the floders. 'Ihey being watered,

byﬂidnle (tqmnhzatkn o‘theflaﬂers) _Ade%ilodtl‘mryof
!t&ingrem:s;obewoﬂcedmtbutmewtlmofaﬂwyhave -

-~
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. . . . . . ®

‘been given by Grires (1975) and sumarized by Clc'»en't;';' (1976) .

Presumably, cnte staging decisiorns have been made, a text may

be generated by api;lyi:.q gra"z*atic_al‘!fules which map from proposi-
tions + stagirg inforration (the text base) to English sentences. ,
)bte, that ih research.cn discourse ca'prcher‘.s.ion, it has been
caxrin to ccnfuse aspects of staging with aspects of the pr.oposi-
tJmal ‘message base . s

‘ Sq:pose that ‘the Flo«ér Pot ‘tory was read to a child (or
alternatively, the child read the story) and the child was then

asked to retell the story. The child's recall was recorded and

* transcribed. For exzple, the following recall was obtained fram

a four-year old in the study by Hall, Reder, and Cole (Subject
1): ) L.

~ A little girl was watering the flcx;:ers ard then she
was h .that she v.:as'watering the flowers, She ...she
broke the glass. Don't worry said *om, we'll clean
tpithe MESS tiveeesenae she won't get mad. She put
it in a nice new pot and then she was cleaning up the
pot, and that was only a aoc’ident also. The flowers
are okay, and the mess is aLl cleaned up.
He want to detemma f:.rst what mfomat:.m fran the propositjonal
stmcttmem“lgure Jk'asrecallerlbymschlld 'I'hr.eproccsdﬁ':\.5
w}u.d'nwe use is to code the child's recall against the proposi-

" tional data structure, checking off every concept or relation

Ed

24 L e

L S

. )
\\'d\
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which was recalled. Thus/we cbtain a detailed account' of what:

serantic information the child has recalled fram ti story.

Figure 4 presem_s a llS of prop051t1ms fram Flgure 3 which were

. -

recalled by thls child. Notice that m addlth'l to recallJ,ng a
4
,portmn of tbe story contént, this duld has mcluded prop051tlons

which’are related to but are' not identical to- préposxtmns in

~e R -

' !.he message basé, The atterpt to analyze prop051t10ns such as

theseleadsdlrectlytdatheoryoftext-basedmferenceindlscom'se I
Before déscribing our approach to ‘text-based .inference, it

will be pelpful to characterize further thé propositional structures

mwhidumfezemésa:ebaséd‘ A propositional structure consists -

ofasetofcmceptsconnectedmtoneworksbylabeledbmary '

senmticrelat:.ms A relation is defined in terms of a triple

cms'istingofapair f concept slots and a. connecting relation.
. ()—CAT-> () connects two abject catego- -

category in the.right slot 'is a subset
the left slot, e.g., (:BIRDS)—CAT->

lest senantlc units are thus '(1) K ; g

lenal concepts and (2) ! relational triples consxstmg of pan's

of . concepts ommcted by semantic relations. All higher-order
units of semantic information are composed of relational triples.

.2'5' L NN
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~ Higher-order units occur at several levels of rank or qdvplexity
and will be described in their order of caplexity (ef. Frederiksen,

1976a). ’

The next laréest se“anticé uni.t', (3) an event frare, is analog-
ous to a case frame in Schank's (1972) theory and is carposed of d
system of relational triples which are connected to an action and
identify the various participants in the acétion, its resulting
effects, etc " An e:-'é;'ple of a resultive event:f’rg:‘e is fourd in .

propositidn 100. Here, the event frave consists of &verything

except the tire (tense and aspect) informaticn. ¥ote, that this

. is an mstanoe of an ii\ca';plete event frame; it represents o’hly ‘e s
" that part of the- frzme which was exphc1t1y m:pressed in the story . '
'me full event.frame is ) B
(:MICHELE) —-AGT-> ('mmz)*&-oano (FIOERS) . e
L, " Feour->(m01] e
. + - .
- ~—RESULT->["102]
wheré embecded prooosifions 101 and 102 represent.the unspecified

state of the flowers prior’to the action water and after the

actJ.m w_a_g has taken place, respectively. lf’ropos:Ltlon 500 contains -

an e:iarple, of an event frame with an ,uﬁf,illed slot—the agent siot.

One kind of inferential operation might be to £fill this slot w1th )
an ﬁunate Ob]OCt. Proposition 201 contains an exanple ,of a

ms:lve cvent frare:

- : (.mamu»-—mr-k( mmx) -rm'zm-> ["202]
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where 202 is an erbardded proposition specifying.the content or

A " . "theme” of the cognitive process think.
. The next largest scrmantic unit, (4) 3 proposition, rcpresents
an event or state. Mn event propositioxz is,catposed‘of an event - ‘ 1
frame together with acditional relations which further identgfy the
event, e‘.g.','\by specifying the time and location at which the
e@m@‘faiace, or by furthor specifyizy the natux:é of the action.
. -

-, Examples of stative propositions in the Flower Pot Story are

>~

propositions 205 (locative) and 408 (attributive) . Other stative
éroposmonsar; 206, 407, 501, and s05. ALl o}ther propositions - s
. in the story reéresent events. Pro;-:_ogitim.SOI is an example of
an event propdsition consisting of an event fr;’.cmtaining
’ ‘ &etbedded propositions, a tense operator, and a locative rélational -
#ltriple (a / indicates a branch. in the network at, the point indicated
mefL. - . . .
- Thé two units which are highest on the rank scale are camposed
of propositions and ccmect propositions either with algebraic
-pelations or with depemh)cy relatams. that is, logical, musal or .
caﬂitional relatwns\ A it ca-posed of a pa:.r of propomtmns

camecbed b?an aigebralc relatlc;x is called (5) a relative svstom.
“A relative systen rmay specify relatwn tife,. locatzon, or oa'paratwo
infomatim uwolvmg attributes og ohjects or actions. An o'camplc
E’ - ." of a relative’ systom, in this uaanon oric mvolvmg relative ;
N T loatim is given by prq:osxtl.m 207 which spec.tfies that the — -

, L- . “ . - -
—t - - . .
3 .
. L ~ 3
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. __’j o <‘_'| .
’ .
. ! .

locatlon of Michele after the action run' (206) igmt the sare as
hex locatlon prior to the action (205). (Here, a £ sign is used to /

te a label for an Lm‘:.llnd slo The, algebraic relation -

proxlmty connects slots in 205 and 206 and has the negative S

=
L4

operator Ngr; applied ‘to it. ' -

'(6) a deoen"ency systen consists of a pair of oropositions

wmd'lareoonnectedbyneansof loglcal, causal orcmdltw\al
A " relations—-relatmns which indicate deperxiEnaes among propositions. ’

Depa'dencysystensareoi.threetypes logical, causal and’
caﬂitmlsysta's rowplesofd?a'ﬂerwsystemsoocm'in

the Flower Pot Story, but exarplés fray be found in Frederiksen,

Y -

1975a. — : ' «
( | o

W'side.r the first sentence mthe story recall of subject
‘n ‘ Lt [
A little girl was watering the flower€and then she
- was ...that she was watering the flowers.
' Wt information has this cild recalled. from the story? ~And, how
hass}eoperatedmtheproposuxazsmtheswrytogeneratemis
sentence? Flgure 4 hsts the pmposxtlms frm qu. 3 whlch are
Wtedmthlschlld'sstoryrecall meabovesem:awi.
) xepmdtnes the information from proposition 100 which is nﬂ::.cated
i.n Pig 4, and also includes two alterations of the proposition.
- Pirst, ﬂmedrjectcl?sccmrrmgmtmmslot, Michele,

bem replaced with a little girl, a less specific class of children.
. . . | . . - ) . \ X . ‘
Q ‘ . * ’ 28
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That is, Michele refers to a definite little girl while a %
girl :efers to any token fram the class of l.ittle <.;irls. . ?&qu,

the cbject class in the AGT slof in the child's propositisn
includes the object class in proposition 100 as a subset;, and

the child's proposition is thus rore general then that given in

the story’—i: incl'.x‘.es'pmposition 100 as a special case. Second,
the child .has‘c}':anqed the time reference from presént to past.
Boﬂlofﬂ'esed\arr;esmidxocaxinﬂmechild'stezftamevidence
for ‘inference—prooessés which operate on given propositicns to
produce new propositions. The occurence of such operations in a
duldsstozyrecall:.seudax:efordlscoursepmcessugatthe .
inferential- o). The kind and anount of such text-based -
inferemeos.:ghttobeu:dlcatweofthenatmeofdlscmrse
processing in these children, large amounts of inference being ~ e

" evidence for top-down processing strategies. The detailed des-

criptimofmldrenstext-basedinferaucesarﬂofthesevanuc C e®
infomatxmtheyacqufmdiscarsea:ghttocmtnlmte

-signifimtlyto&eqribingﬂxeprmsingoquthoralarﬂ

untfmdméedmmgﬂeperiodofeaﬂyreadﬁgamdewlop-
mental changes in both processes.
The, classification of inferences such as these inolves
aminm;ﬂxerelatimshipsbeweenpzmitimsinaghnd'g,\' '
mmnamPropos'itmmﬂemssqebaéeforﬂesmry

v

Tl ‘s i
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presented tx:;.the child. A child's propositions may be classified '
on the bésis ofy_the particular inferential 6mratidns which can
‘be apphed to oropo*sxtons in the nessaqe base to generate the
duld's p,ropomtlons "y'oes of inference cor:es;aond to classes
ofoperatlmsmproposmlms Since in same instances it may be
. 'po.s'sible to generate a child's propositions m more than one way

frmprq:osmmsm a message base, thes comvention will be adopted

' that 3h classifying a child's inferred propositions, inferential

Aogeratjmsareapphedhot}ns/pm:omuons in the ressage base

: ) vhich are rrost closely related to the child's propesitions (that 5

. . .. As, the feuest‘possxble operations are applied in clasix,fymg each

~ofa child'g inferred propositions). 3 . .

’ ' Table 1 presents a sumary of the inference types which we .
mmkedﬂnifar. This classification J.smtendedtobe
admstiveaxpmbasedmamsxderatlmsofvmatoperatmsare

) y .possibln glven the nature of propositional structures and on

S 2 malyses of inferred proposxtwns in c!uldrm's sbory recalls. ’

= ' Eightnagorclassesofqﬁratmmpmpgsztmhavebem;dm—
) tified wlnch operabe on dlffera':t se*antlc units and/gr mvolve

-differaﬂ: operations on these umt.s Major classes of oocratxons'

R are s@dwided into ;"ore gczflc cateqories of mférmt.lal :
operations. The r@xltmg cla,551flmt1m consists of twenty-s'ix

- inference tvoes (sce Table 1). In the full classification of text--~

,buedinferams, the inféreme/'typcs thamselves are further

.

- »
. . .. . . .
- . .. . -

.
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subdivided (cf. Frederiksen, 197¢b). The classification will be

§11lustiated by meand of examples in what follows.

-

Insert Table 1 abowt here

—————————— - eam =

The first major class of inferences, lexical oi:e;atims, é ,
cperatés'at the conceptual level, Two tvpes of q:er_aticag can
N ~ otoxr: (1) lexical ewpansionf expanding a lexical concept into

a,or mere propositions; and (2) lexicalization’ replacing one

ormreproposxtlmsmﬂualeximlcmceut Foraca:ple, if in,
retelhng’lhe?lawer?otsmzy,ac}nldsaﬁ(a)let'scleantﬁ

ﬁedﬂrtarﬂpiec@offlo«erpotallmﬂeﬂoormsteadof
‘———

’ _ (b)/letscleantptheness,ﬂ\eduldwouldhaveexpaﬂedﬂxe

. lextca.lcxmceptmss I‘thejcluldgenerated(b)frun(a),
dmldhavelmcahzedthepmposxta.msmﬂerlm (a). )

. ‘anecaﬂmajorclassofmferanes, 1dent..mt1mooerat1cns, .

involves operatimmcbjects,acpms stat:.venrrposv 6:
,‘evmtswhidmfmﬂm'q:eclfyorxdmﬁfyanobject action, state,
a:eva:t l"orexa\:ple identifyux;anobjectimblvespth.dug ‘
stativeinfomatzmabaxtﬂﬁwjectwhldldlshmmltfmﬂ
o&erd:jects Sixtypgofldeﬂuflcatlmoperatzalsnaybe

- ' distjnguished: . ' .
' . (3) attribute mference specifyingan;ttrih.lteofanobject

(\

d ' L : ..

. or action, e.q., : - _
gtative attributien: Story 17 We'll put them in a nice
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AR "pot. (proposition 408); Protocol (subject 1): She put it in a
- " nice new pot. (pot is identified by the attribute ﬂ) '
o mannet attribution: Story 28 Mow Jimmy's mad ...That s
- makes hin feel better.' (propoéitim §20) ; Protocol (subject 5)
Ju'my was happy. .(the attribute hapoy is attributed to the
pa:oq.ess_iveaqtid"xf_eﬁl;inSZO); _ | o
. {4) category Inference: classifying ah object or action
- fnto a category, e.g.s _
/r’ N Stézy 2: He is 'buymg an ice crean. (ice cream);
S px}owcol_ (subject 1);. _he was buying a popsicles of ice crean.
.o .(phpsidaama"sbsetoft}ebagegorygiteﬂ):

(5) tremfermcw sbecifyirg§th!eord;ratimforan

m or m' ‘e.gu

» A\

(a) PRES ;>_ PAST: - )
Story 1: She iseatering the flcwers (proposition
o) |
Protocol (subject 1): A little girl vas Watering
- (b) TENSELESS > FUT:

s’tory‘lz Let's clean W the‘mess. (propqsitio;x
0 506i: _ ' ' v

, Protoepl (subject 1): we'll clean yp the mess;

(c) ASPCT: COMPLETIVE -> govr:'

§tory 1: The mess'is all cleancd up. (proposition

- *

»

."\
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.Prbtocol' (subject 1): She was cleaning u[; the pot;

(6) loeative inference: spec:.fymg a locat.mn far an evesft

. L
or state, e.g., -

Story 1: ‘she (Michele) is watering the Flowers. (pro-

position 100); Protocol: Michele is whtering the flowers
- . -~
on the windowsill; a

(7) part-strycture (HASP) inference: specifying a pa& of
an object, e.g., the flower's blossoes” - ) ~
N (8)- degree inference: specifying-a degree of an attribute,

—

. . e.g., = . . ‘
® ‘ " Story 1: We'll put them in a nice pot. (proposition
{ 408) ;- Protocol: We'll put them in a very nice pot.
. ..The third major class of text-based inferences, frame oper-
ﬁg cmsistsofoperatimsfmevaxtfrms. Ta'ldetinct ’
' mgmmm&mmmmmm \

- correspond mferamqpes(”&mm(la)in‘rablel-
(9) act Anferehce: fillinganmfillpdactzm&lot-.inm'
- a -

evmtfrm e.g., . . ,
. " Stary 1: Mother will be mad. (proposition 202); Protocol

i Mother will feel mad. (the cognitive action feel is
specified); *

'(ld)aaseinfemme fmirqacaneptslotinmmt

-

. . ' t:-apeciﬁcanymsexumamimommt,mmt,

. 33
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o L o N .
dauv;., or dbject slot in a resultive event frame; or into a
patient, d-ative[ or object slot :.r; a _processive, event frame, e.d.,
’ ' Sto:y'li: Now the mess is all cleaned wp (prooomum 500);
. Protocol (subject 1): She (Mother) was cleaning up the
pot., (erpty AGT, slot filled with *other); ,

(11) instruental ,i‘.nference: generating a cause of a pro-

position marked as a ;wult:', e.qa., if Story 1 said: Mother got
mad (proposition 202 marked as a result), @nd arehild's recall

said Michele made her mother rad, the child would have supplied

e

an agent and an action for proposition’ 202;

(12) result infere:.we: gererating a proposition indicating
.the result of an actien, e.g., )
Stmy 2: Take half of mine (ice cream). (proposition 511):

(:JTMMY) —AGT -> ('TAKE)—OBI-> (:réi;'.xcz.cmu.s) .
. - Lresir >0 1 ‘
Protocol fsubject 5):' Jirmy, you can have half of mire;
£il1s the result slot with: -

- (:mm)—p&r» (*HAVE) —CBJ2-> (:HALF.ICE.CREAM.D);

¢€13) sourde inference: generating a proposition indicating a
state existing prior to an action, e.g., in. the‘preceedmg cxxple,
“a child might say Ju'ny you ada't have any ice crem. «'*a}:«;%aif

of mine; .

(14)qoalirife£cu'm: ga\eratjmaqoalf_orma;étim, c.g.,
_ story 1: Michele picks up the flowers (proposition 400);

o v

-




PR
-

,' . i Wmmmlyléadm . | 5:.".7

Protocol: Michele picks up thc' flowers so her mother

- ;" wn'tberd. (swecifies a goal for the actico pick
’ Q): —

] ) A (15) the'emfermce generating a.theme for a ;ogmt.we ‘
i e,

- Story 1: Let's clean up the ress. (proposition 3'6'5)}‘
! . Michele picks uwp the flwers (propositicn 200); Protocol
' . - (subject 3): Let's pick wp the flaers (oroposition
400 is inserted into the theme slot of 305);

-(16) frae transformation: transforming a frame of one tyde

into a frame of ancther type (see f‘rederiksen, 1976b7fo‘r exang'les): 4

. ‘(lﬂdiseft:eddimcperatims: ;re'ovimapropositimfzman?
. " event frame in which it 4is ebedded, e.g., 3

) s'boryl’:‘ S"le (Michele) wants to Yun away. . (proposition
204 énbedded in the goal slot of 203); Protocol (subject -
., 4): Michele....did run off. (proposition 204 has been.

reroved fgom the goal slot of proposition 203);

(18) embedding operations: insertirg a proposition into a

Min'me\mt'frm, e-.g.,

()

/ Storyz This is Jimmy. Be is buying ice crean.

5 f .
(proposition 100); Protocol (subject 2): Jimmy wanted . -

' ‘ hoh.tyicecr&n. (proposition 100 has been aembedded -
-, , in the goal slot of a generated event, Jimmy wanted). - -
ﬂwtqzﬂ:mj;)rclassofinfe_xawea,e\mtga\eratim,'

.
. . .
- . .
- - ’
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.

involves generating an event ¥frame into which an ohject or pro-

-~

position is inmserted. |, Ten sub-types of (19), cvent inferefce,

occur corresponding to the different slotg ("cases”) which occur
? - .

in processive ai resultive event frames. Exarples of several

types-of event r"e.;c. noe are as follows: K -,
—__ Processive events: " . . e
19a. PpAT (story 1, sub}}ect T: | - ~ .
Protocol: She (Yichele) broke the gla;s. (Michele )
is inserted into the PAT 510;‘65 a generated event); “
198, CBJ2 (story 2, subjedt S)r —
' Protodol: (sée example 12A; the generated result "
" contains the condept (:HALF.ICE.CREAM.B) in the B2 |
s10t). . , .
19AB. DAT + CBT2 (story 1, subject 3):
Protocol:  Said mther,' care, lets have some oookies. .
(the generated event contains Mother and Michele in
thePATslotarxicomuesmthemDslot)
- Redultive events: - ’ ‘ -
. 1SE. ‘AGT (story 1, subject 3):
Protocols Michele broke (the flowers) (an event is
~gencrated havina an animte Bbject frm the text. as
- 19G. O8Il (story, 2, subject 1: o
a Protocol : xt(memecrean)qataubmkm (the
- ) ) - | ’\:
) L
. | \ 36 o |
R : ‘ _— ~
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i

: . TN
v cbject_i_c_e_crea:nisinsertedintotﬂ'emnslotofa
generated event);
* 198G, AGT + QBJL (story 2, subject 2):

‘ Protocol: he (Jirmy) drooped it (the ice cream).

The fifth major class of text-baserd inferences, macrostructure

operations, involves operations on propositions -‘in_ a txzxt'%'hid'l
result in new propositions which are either more general than y(i.e.
are superordinate to) or rore specific than (i.e. are subordinate

to) the propositions in the message base for the text. (20) Suver-

Eﬂin;te L;:ife.*crzce involv'es‘ replacing a concept oc:mpymg a slot
iﬂ a prq:osz.tn.m with a'/sﬁ\perprdinate class of cmcepts (that is‘,
a class of concepts which- includes the concept in the proposition
as a subset). Mm:ss&réypesofsuperogdinateinfemcan
hedistjnguiéhedmmebasif‘ofme,type&fslotmﬂ/orcampt
operated on. (21) Subordinate inference 1ﬁm1vesthesate

mmmsé;amumchssisreégmbyic&;ept
vhigaiswbord.lmte Again, there are as many sub-types of

cperatimsasﬂ\ere-arédiffermtslotsmvdﬁd)%og:e:ate.

Bxamples of sq:eroziiinate inference are: .
" B. AGT (story 1, subjéct 1) - superordinate object class
: mhsm, Story 1: 'Ihiszsmchele She is waterina

the flowers; Protocol: A little girl was ﬁaterinq the
flowers. L -
B. OBJ1 (story 1, subject 5) - superordinate object class in

»
v

37
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0BJ1-slot,” Story 1: | She is watering the flewers.
\ ' a (proposition 109); Protocol : She was waterin' the |

plants. .

N

B. PAT (story 2, subject 1) - superordinate-tbject class in
g
PAT slot, Story’2: (You) come on and fight. (pro-

position 420); Protocol: 16t's come on and fight.

(PAT slet contains both Jirry and the other boy). =
Examples of subordinate inference are: .

A. Subordinate action (story 2, subject 5, proposition 410)
Story 2: I'm gonna beat you up. 'Care on and Eight:
Protocol: Sock (you) in the héad. Llet's fight. (the
action is subordinate to beat up); |

B. . AGT (story 1, subjeét 1, propositions 406-8) - subordimate
object class in AGT slot, Story 1:\\ we'll put them in
a nice pot; Protocol: She (mm;)_ put it (flowers) in
a nice new pot; ‘ ' )

B. OBJL (story 1, supject 1, proposition 500) - subordinate

- ebject class in GRI1 slot; Story 1 the réss s all
cleaned up; Protocol: She was cleaning up the pot.

The sixth rajor.class of inferences, aladhraic epcrations,
involve acnerating a relative (algebraic) systm given a set of
relative propositions. For exaq?lé, if a tcfct ép;ecified that two
children were naughty and, in r‘etelli;'lg the story, a child pro-
&iced a copparative statement about how naugbty the children were

38 -
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the child would have made an algebraic inference.‘ Algebraic
inference may - involve metric prq:os.ltlms which specify \rrdxeﬁiﬁ‘
attributes (i.e. attributes having a degree) , or they may im;olve
rélat-ive object, classes or propositions which are nommetric. -
Exaples of each sub-type ares p
22A. Connecting metric propos'itims with algebraic relations,:
e.qg., specxfymgtevporal order:
Protocol “(story 1, subject 1): A little girl was
watéring the flovers and then she... (temporal order);
Ca‘mectiry nommetric relatiye object classes or pro- -
positions: , . :
Protocol (story 1, subject 2): her (Michele's) rother
(kinship relations aré exatpleé of nametric algebraic '
relations between Mat.we object classes, that is, '
abject classes which atre defmed relative to one amther)
Dependency ocoerations, the seventh class of inferences, are

operations which cmnect propositions with dependency relations,

,Hurtis,relatimswfudx&stablishﬂut‘mepmposxt;misdepaﬂmt

on amt:her pmposzt:.m—log:.cally, ccrxht:.mally, or czusally -
(fu\ctimally) . Three inference types may be identifiod withm
this class: '(233' causal inference, ca'mectinq'pmpositims by- ‘

means of causal relations, thus generating a causal system; (24)
conditional inferemce, connecting propositions by mears of condi-
tional relations; thus generating a conditional systom; and (25)
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_ loglcal inference, oonnectmg pr dnosmlons b-z means of lom.cal

T Protocol: She (f*bther) won't ge;tmadt—

relations, thus genera‘,mg a logical syktem, %,.qaln, sub~types

. . ) ' .
can be identified for each inference type. Three illustrative

-
M v : =

exarples are:
23. Causal inference: B 2
A. connect mcc')nnected ev"e.r\t: 'with éauSal ré'latiéns /
- Protoccl (story 1, Sl.bjECt 3).» Michele was
- véteririg ‘the flovers a.rﬁ.crhshed and broke,..
+  (Michele caused proprSition 200) -
F. inchoative (story 1, subject 1, proposition 202)3
Story 1: Michele thmks hat mthéar will be, mar;

e

24. - Conditional inference:
A. Enablement inference (story 1, subject 5) - specify

antecedent conditions for an event or state .

_ Story 1: Now Michele thinks that Mother will be mad.

She wants to run away;
"Protocol: She (Michele) thought her mother might be

S mad (201, 202). Then'she would run away
- (204-207) -
s . Finally, a é:hild may operate on the’ truth-valuc of a prc;:osi;

tion. \Jwo types of (26) truth-value oncrations are possible:

qualiflcat;oa and neqatmn. Dcarples of these sub-types. are:
26A. Qualification (story 1 subject 5, propos;.uons 201,

3

-




% . ‘ .be"mad; Protocol: She-thoujht hermqhtmtherhenad, ,

.pa'ﬂingtot}nseoperatimswhldmmstbeanphedtotheimhcated !
'mitim(s) to denve the ch:.ld's provosition. This child's - .
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- 202): ‘Story 1: Now Michele thinks that Vother will

26B. Negaum (story 1, subject 1): o -

Stoxy 1: Mother will be mad; Protocol: She (I"oﬂxer)'
won t get mad. / .

To illustrate the. codmg of :u';erence types the analy51s of
text-based mfermcesmdxocan'mthestoxyrecallgwm
previously is presented'in Table 2. For each line of text from the
child's ;'m::tocgl, the Table presents (1) the nurber(s) of t.he LY
pr’ﬁq:osit‘im(s) in themsage basemost closely matching the
:xwos;tlaxproducedw;heduildmthatlmeoftactard (2)
themdenu:ber (from Table 1) of the mference type(s) corres-

~

ptohomlisfan.rlytypualoft}nsecbtamedbyﬂau Peder, and ' .

.,P

Colefortl’el’lmer?ortswzy Inspecumofthxs'rablecmfmts,

hparplelthat mferawelsheavilyﬁml\admﬂleeveryday

Mingofnattmld:.scmrse I "
l‘ e e e e e e oo r---- ;
« ) Insert Table 2 ahout here . .

rbvnmtfermacmllyoccurstfmyearolgs—/
unpreinﬂ andretell smple narrative stories? Hhat kinds of .
inﬁ,eremes'ocolwfreq@tly? Aretlm'ex_mortixﬁividual

mmmwfmmﬂe'mtuﬁm#.ﬁfegm ' =




-

5ng‘.‘arprel'xension and Early Reading ' 544

which children producc” I’cw are text-based inferences affectod

‘by the dmacterlstlcs of a m" ¥hile we do not yet have

answers to gll these questi ions, same preliminary indication of

' what we can expect to find is provided ‘in Table 3 which reports

the distribution of inferences for five of the children studied

by Hall, Peder, and Cole who were asked to retell two short orally

presented narrative stories. ‘
) .‘& = i
~ <

§

It is apparant from Table 3 that many of the possible infer-
ence typesioccur in this sample of children's story recalls.

While we need to obtain recalls for stories unaccorpapied™by

pictires (since inferred information nay be dgrived Fram the
pictures accamyinq the story), ﬂ\eacpea:n-'ental conditions ¢
med by Hall, Peder, ‘and Cole were sufficiently natural that it
isreasaubletoswseﬂutﬂxemfmsobservedaremt
mnepraentati’ve of tlnsewh:.dm:typicallymﬂdocmrm&e -
&rdmsim of short narratlve stories. Of theq'weqty-s:x
inference types, ‘s.ixteenocan'redinthesedmﬂdrgm’srecalls
‘and " many diff;am sub-types ‘also occurred. ‘I‘he rost frequent

‘class of infermtial operations was 1dent1fying operations (33),

£ollo»ad,by cvent gmeraua\ (23), nacmstmcture operatlms

(18) , frame opcrations (14), algebraic operations (ll). dependency
X meratims (5)} and truth=value operations (2). No-lexical

0
J

. 42
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Most identifying operations involved time

, feflecting a strong tendency to shift the time 5
origntation fran\the present to ti)e'past.. Event geperation is that
éategory of inferences which is rost likely to reflect the effects

of pictures. Most of the algebraic inferences involved the terporal
ordering of events. Yvhile dependency operations were infrequent fct

thesesbones,ﬂ\erelsreasmtoexpectthlscateqoryofmfefences

*bobeg;:eaterfortypesofdlscmrsecmerﬂmsinplenarrauve

sl:ories. 'I?ns,mamtoﬂzefusttzqumtms, ther.elsa

vaﬁstmtialano\mtofmferenceandtheinfere&wesamdistributec}j

over a wide range of mference%es What about individual
differénces? If one-looks s‘i:'pl-y at the total number of inferences

- produced by individual children for each story, there appear to

beve:ysmsta{tialirdividxnidifferewesinﬂ\ethftect-
based inference. _Pk_uever,tréreissareinstabiliqofﬂ'ea'e

diffmac:ossstori&c If one looks at ‘the patterns of

) s
fnfere\ce_ typ&; for mdiv:.dual subjects, there is consistency over
B - '/ . . -~ -
subjects for sare types (e.g., timé inference) and inconsistency

for others. T?ar&mltsvgmildameartqixﬁic;éﬁntadgtahed

Wimof individual and developmental differences would
be extremely ‘ruitﬁxI Fmally, there were very substantial story
eftacts evmforbaosmrtnarratlvestones The strong
mﬁmuﬂutd;msedmacteristicswﬂlpmtohm
weffectsmhatt-basedmfm Vhatiswededtnre .

-

-

- 43
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is an mvestlgat.ton of sp@mflc dlsmsg charactenstlcs that ° ' *

7

- : ptodl.lcepartlaﬂar}mﬁsoﬁt@ct‘-basedmferemes i ' e :
L ' . 1

Apphcatmns to Firly Peadislg Instnm&)
Itre'amstocm‘cer‘nltheudeve,.qzmtsmﬂmesnﬁyof

duldxmsdzsmeca'prebmszmwhld\h@ebemremrtedhbrc, |
mmtetoﬂaedesmaxﬁpractweofearlyreadmg ]
insm::tlcn "hereanoeartobethreepr:nc;palwavsmmdu
' 'thismea;dmcanb@eﬁtrheteaa‘ung&read.\rd&: (1) by N - ]
establishing goals for eany reading instruction, (2) bypmvldlng . 1
- C assessrextpmcedm-esmw?ndxtobasemst;ucnmaldeclsmas,
(3)wmmmmmmm . -,
ocmetplayinteadungbeglmmgl'eadim S .
l‘leadtobeestablxshedforearlyreadmgmmzctm
Tt atmamy _“vmmakeayammﬂnmgmlevelgom
_ﬂatﬁzcaweptamofﬂem:pretexsmpmwlﬂch
hbejngdevelgpea-bymearde:salreadyhasaduectbearimm
ﬁaestd:lislm:t of h;glx—levehgoals Ibever, more detailed
S mmfmmwmmemﬁmmmommmplm
‘ thenajorgoalof ion. Specxfics can be established
mﬂumsmuf\qmﬁrm ofthekuﬁreportedhere wmammu

_‘r b

qamtheectamandtypesoftext-}'asedmfezmswhldtare
’—_ €
- duractetist.:,cofdu whoarehlghlymsfu];msdml‘ 1
.= i tasks;uﬂmﬂmekipdsarﬂmmtofsmanticinfomtimﬂwey l

: u:.;ainfmwrittmtmcts Arnﬂnrki:xdofspecitici,pstnctimal ', .
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goal is a goal established for an individual child. Such goals
could be base‘dcn,( e.g., an analysis of the kinds of seranfic
info:uatlm children- goquire from written texts, including
information which is inferred; or on camparisons of the kinds of
infofmtimad’ﬁldaéquiresfmnwrittenandspokmdiscmrse.

‘ u@mmmmwmmumwwi

. develogrent of assessment procedures in two ways. First, the
mﬂndswhiéu_havebeend&ecrihedforanalyzirg&ildraa's story
ml]s'caﬂ.dheadaptgdforuseinclassmansasanassessrmt
tedniqmmn‘)mthewayanalyasoforalreaqumsa:esm
ellplayedasaclassroa-\tedvque. Forexa'ple,the'tet}nds,cmld -
nemedwoapareﬁ:emfomaﬂma@ldaoamresmreadin;to .
thatwhld'xheacqmresfmaastmcmrallysmﬂartextpt&sented
orally. Sudnaca@ansmcanbeofvalmmmakuginstructmnal
'mfmmmmld‘tﬂd 'Bms ateaduetcmld

"establish reading goals for a child which were consistent with
ﬁntdﬂld'su:!prermsim_ofmaldiscarse:orateadermiqht&_
mufya&um's'ca@amimpmblan-asagaer?lm
fprqblﬂ'raﬂmasa‘napmblea specific to reading. Sccond, the
clmif.'iéaﬂmofinfemxoetypesmn‘bewpléyedasabasisfc;r
lyshmtianycmstmctimaddmttestita;\,stoa_ssess
aspects of discqyrse processing.. |

_ The story retelling tisk which we have been amploying in
armis&sir&h,mtg\lyasarmt&,mtalm

.

.
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as an instructional task. Nisgourse recall is natural for children ;
2 , ) :
it is ampropriate hoth for readina and oral c’isoourie_\ ocanrehension,

v A} .
it does not necessar:ily bias a child to proccss a text in‘a

. ' particular vay, and it provides a rich source of information aboat

N <

how a child processes a text in corprehending it. - Fuirthermore,

as reseéarch knovledge based on tﬁig\tas?. accrulates, that nowledge
W_ill be directly gené:éiiza‘.olé to instruction which emloys the

. . same or similar tasks. Finally, another vay in which reading
instruction can be influenced by research on children's discourse
} carprehension is .through enriching teachers' conceptions of the .
knowledge and skill that is involved in corprehending discourse. '
’ ; o ®
‘r - - ) ) A *
| »
- .
t B ’ ‘
. ) —
- ‘ M '
'3 & \
. /

i
»
(
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Fig.
Fiqg.

1s in Discourse Carprehension’
2 - Decisions Yn Discourse produg‘tiai
3 - Vetwork: 'IhP Flaér Pot Story (Story 1)
4 - Propositional Network: Subject.l .
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"o represent the views of thg llational Institute of Erh)ca_tj.\m,

- ~ Footnotes ' ’

1. This rescarch vwas surported by grant nurher G5-4023 from the

‘National Sdience -Foundation to the author Vﬁe‘ the author ] (

was at the University of California, Berkeley. Ay .conclusions

L)

the -National ‘Science Fourdation, or any other part of the

feceral goverr's"ent. ‘o official support or erxiorsemt by t.he

Natlmallnstltuteo;mucaummmterﬂe‘orsmndbemferred‘

2.. Calfermce on "New Appmadmes to a Real:.st:‘c “odel of Language,”
Hasgadnsetts Institiite of 'I‘ed;n':oloqy, March 9—10, 197¢,

. co-s:msored by M.I.T

. ! pany . - ; .. - ) —

3. Figure 2 is reproduced fr’&na. Freedle' (Ed.}, Discourse

.andthepirm'ican'quﬂm.and'rélegram

production and carprehension. Norwood, N.J.: Ablex Publishing
., 1976. S
\

4. 'met.emstagmqwassugaestedby&'mes (1975) w!bhasdra\-m
ananalogybeu-.eenthe "staging” ofdlscun'seandthe stagmg
of a theatrical production.

5. In Hall, Reder, and Cole (1979) the Flower Pot Story was
acculpau&i by pictures illustrating t.he story. Of course,
duldrm 's storv recalls could xmh‘ﬂ&sawmtlc mfomtlm
.derived fmngl':cpicturgsaswcllas from the text.
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) . | 48



: Page 2 - Footnotes (cont'd)

——ﬁlt; propositional strictures are pregented in detail in
Frederiksen (1975a); the propositional notation and the
duracbex_rizatim;)f the'sestmctgres intennsofrankedmits,
are given in Frederiksen (1976a).

Story 1 is the Flower Pot Story in Hall, Peder, and Cole (1975)
Table 1. S '

smryéisa;excec':cean.smryinnan,asier, and Cole (1975),

" Table 2.
. —

4
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-. . ' 8 - , Major Classcs of Text-Bused Inference
) tglass of Opera‘_t_g}ons Units? . ° . Infere:. ‘C'.Typr::b ‘ Q‘

| | I. Lexical 0%3 _ lexical comcepts 1. LEXICAL EFPANSION
- : : 2. LEXICALIZATION

‘-
N ¥

L , I. Identificatjon ' objects, actions, ' 3. ATTKIBUTE INFERENCE

' Opew ' '?tates, events -~ 4. CATEGORY I'FERENCE

- . 5. TIME INFEREICE -
l‘ : .v
P ~ 6. LOCATIVE IFERENCE
T - . 7. HASP INFERZ:CE
- . f - 8. DEGREE INFERENCE
‘ III. Freme Operations event frames - 9. ACT I@EJ{CE

- -~ -
' . 10. CASE INFERENCE

»

_ 11. INSTRUMENTAL INFEREICE

N -' ' . il mEsmr INERINGE .-

‘ 13 SOURCE INFERRRCE %
- ' - ' ~ 4. GOAL INFERENCE
< o . ' EEERTS THEME nn?"“ NCE

: L T 7 16. FRAME TRAKSFORMATION

- . . -

. . . 18, EMBBDDIP. CPaATIURS
.~0 ,_ ,’ / . Vg
’ .' ) . E\h-n‘t Generation . | cvent prOpo citions 19., I;;\IENT TWFERCKCE  °
. " . N — ‘ v 2 . F
2 ‘ Y
. \ L ’ - i i’
@ -
- . ‘ - /
: fgs,.x." . . - ’ 7 o
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T =y ’ . s
“ . .
2 A2 . b i1

Class of Oreration Unitc Inferenc® Typ.o'
| . ' N
e . . v -
\ . lJ . ‘ . . . - 7 ’ B
E A /. V. Macroctructure propwcition:c 20. SUPZRL;RD‘. acs LDTERZILE

’ . R N -

; .. . B v *
»t ' e S . - ) ’ . y- )
. / . Operationc -~ 2 . SUB@RDINATE I.FZPENCE -~
- / . -
\ 4 . . - ey ) .
| g VI. Alggbraic relative systems . ALGEBRAIC I.FSFEZICE -
‘r / % v . - -
e , . .
o /"‘ . .Operaticns . .. A. METRIC .
;J , s - - . . , a . - . v .
I .- - v, . B. NOMMETRIC .
B3 7 .

|
|

| 4 . [
i

|

/ o vIi. Depenaency y

]
V ’ )
. . Operatlons ) b
- . ) ] . . ~
- | S 4
]
] . - 3
} R 3
E; .ot
- " -

) - -
; - e *
] . -
i »
.
. . - -
B . -
| \ .
i . >
‘ L . .
| .
| .

>

» :.‘ r

e e
= H -

VIII. Truth-Value propositions

Operations

dependency cystems

23. CAJJSAL INFZREICE - .

Vel
Y co:»:mno::.u, LIFERECE

A. E\ABL...ETI' INTERERCE ,
B. PRESUPPGSITICH i )
r's . . -

C. ANTECEDENT
25. LGGICAL INFERENCE
"+ A. DEDUCTIVE INFEMENCE
€ B. CONDITICHAL PERFECTICH
. 26. TRUTE-VALUE OPERATIGHS,

A. QUALIFICATICH ‘ -

B. NEGATICHN




. ' : A Table 2

Classification of Inferences: Subject 1, Story 1

.
. . - :
« . - *
-
, . , - . -
. . o LN
, .

b ’

Text from Protocol . » { _ /\Pr.oposition(s)a 'Inference Types h
A lictle girl1 ua’sz watering the flowers 100 ‘ ‘ 208 (AGT), 5a (PAST)
and then _— 3w -t 100 ‘ 22A 4FE%) (03D)
. 7 " she broke' the glass. g h 100 .A ) 196
I.)on't worry said Mom, - /7 ) 403 ' i ' 5A (PAST) j
xe'll 'ciean up the n.ess. /// . . 306 ‘ . 5A (FLT)
- she ggg;gl get? mad. .- / ' - 202 . 26B, 23F
shel put? it in a nice_ﬁggj pot? 406-408, (:POT) 218 (AGT), SA (PAST),
¢ . . . ) ’ - 3A, 17D (THEVE)
and then’ , . d 406, 500 : 224 Er (ORD)
S shel vas? CIcau;ng ‘wp the pot’ ] $00 102, SA (ASPCT-COST),
g S . : 218 (0BJ1)
’ and that was only a acci\&éﬂt. also. 302, 303 o ‘_ 19A .
’ ’\_\l ‘ : .

.

F

’ L4

8 l’;.'opo:ition(s) in message base most closely matching proposi‘tion(s) in sublect's protocol. . :

'

L

" 66¢S
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Table 3 (cont.)

Infererce Tioe 3 S2 . L3 3L

e
AW Al
O |
3
p
b

.

Frececzive v

Resuftive Zyzr-:

—
Ao
(¢ 5]

o

\at

W

. r—
, N MacPostructure Operations
_ < :
Superordinst2 irfererce: ’
o~ 2U3{45f] Superordinate agent 1 1

2C3(CzJ1,. Zzuperordinate object 1
2C3(FiT) Superordinate patient

2.2. Cuperocrdinate RESULT 1

o
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. Story -~ Suiry
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Inference Tjpe S S S2 sS4 85 S S - PO T2l
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. ) ’ Macrostructure iperetions (cont.)
. A
. Subsriires: Infererce: ’
, -
2°20477,. C.bcrdinate agent ‘3 . i .
% .
2" 2lzi7,. Suboriinate cbject 1 e i 2
2 n. L.binpinate zction - ’ :
N
. .o . ' hgebraic Operaticns .
7 A : ‘ : Y
- ) O . .
224. letric algpcbreic Cperetipnsg 2 2 . 2 5 2
. e . .. '
24B. lonmetric Algebreic Cperations 1 1 o <
- . - ‘—‘ .
. Dependency Cperaticris i Ny
. s N
Ceusal Inferernce: :
¢ <2n. Courrect unconnetted events 1 )
) f, - 237, Incnzstive . . ’ ' L P
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Integnol Code

s

CGraphic (Acoustic) Inrut 3

Feature Code -
(Sct) - .
L ¢ -
Language Code‘L,f
(String) - _
'At .’ .;
iy

Syntactic Siructure
(Parsing Tree)

|

Propositional Siructure
(Scmantic Network)

|

Propositional Structure

(Semantic jletwork)

Componcn£ Prcccé:?§
Featurc'Anal?sis T'
Gra??ic (A%oustic) Decoding
'Syntactic Analysis

Semantic Intefpretation

" /Inference

® Typc of data structurc indicated in brackets.
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- —
- Product ' S ~ Processes
Message Domain ‘.
(Propositional network) .
l B o  Retrieval processes, including:
' v Memory search -
Message Base Selechop s
, (Propositional netiork of  Pragmatic decisions
information to be expressed) ‘
‘ Py ‘L e Staging operations, including _
decisions about: o
Text Base : . S
| P Propositional ne Focus (topicalization) .
l:opo itional network Sequence-_ . —
chunked and also marked “ Correspondence between semantic
for focus, ephasis, and and textual units N
sequence) ‘ , - - - N
- L : " Text geneation
Text ) | .
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: OIZEH DSCUSS®ON OF FREDERIKSEN PRESENTATION/ ’
¥ ‘ ‘ =~
] - ' .

4

SHUY: Carl, that is a very instructive and jnteresting paper I think, and I

7
-

think we can benefit from it a great deal. \

"1 af'going to ask a question which is a lot 1like the one I asked about
docodibé a ainute ago, because, froa the perspective of my discipline, it seems

that the word cogprehension is being used in dozens of’ .diffecent ways in the
)

field of reading. ' \\ : '

N~

I think that you define comprebension as ability to make inferences. 1Is
~ !
that what you mean? . . .

FREDERIKSEN: No. By~ cocprehension, I mean whatever processir is ﬂnvolved in

acquiring propositional information froa discourse. Propositional information is

of a variety of ty%es, has a variety of relationsbip! to a text, and involves a

»
variety of processes inferacting at different levels. .

-

SBUY: So, dnferepce, as you use it 13 reolly a key ror a nu-ber oz ot&or kinds

("

ot Beanings that could be used? “~ . '

nmuxsu Right. Imtriotodlymof the word jinference tos refer ‘to .

: .
proeuna that operste oolelytt 2 proppaitional level. Incidenully, thou who

use the tm m also don*f mean a amle unir.;ry prooessb I ,thin,:' Dick

leky Andicated that 1t'. a ury conplcx process. Tbou are '-’.BQ" convenient -

.

', hboll, that. we ut to rofer generally to the domaia of processing that - ‘we m

talking about. J
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SHYY: 1 dom't deny that it's possible.to have a technical meaning of the tem,.
.. used by a“kiven field, but wben we get into any kind of cross-field suggestions,
teras such as mmﬂ;mn get a little fuzzy. We would use.it. in linguistice

+  'to describe semantic meaning or pragmatic meaning.

-

4 7

, FPREDERIKSEN: I think that both are relqted to what w‘e are discuSsing. Inference
[ 4
, o -1is very c sely relaged “to pragnatic meanm_g and presupposition For example, I

»

have been aorking on a st.udy of children s conversation8 with Drs. John Dore and

E

.. Wilripa Ball at Hockefeller University in which we are attempting to code both
illoputionary functions of speech act's and relations among .propositions. iM‘Hhat: we
- are t.rying to do is lpok at conversations both from a propositional point of view

é an’d from the ,point of vieu of t.he illucationary functions of. speecb acts. The

& .

. notion is that it should ul*inately be possibIe to develop a descr{ption* of tbe.

A 4 » . - s ’

- cognitive goeems- which operate in conversations and .ynderlie the .semantic,
e R ’ =

) hnctional, and pragmatic relationships asong speecb acts. .

£ A . . ..

.

M 4

: . A v . - : .- . L
Sﬁl! : Hhen you talk about the cynitive processes involved in comprehension, can

I ,-assume that you mean, and otber p@ple in .reading those hidden neaninga

- -

that are g,co-on in the Stanford read:lng achievsent Tests?- Do- you lean, for
/

’ mgance so.e things that reallyl look’ lilce problen solvina, where you are gi.ven

y = -

"z 1t.uktodo.lndyouhavebo;oba“kandlearcbthromhthetextboue whether

em wore m,n yellou rabbits nmnihg dmm the road, aad, then, perhaps find
— ’ .
‘ . ami othor def‘initions as well? ‘Those tosts alu‘ays confused ‘me, becsad’se it

Loob 1ike thayﬁup all of’ these kinds of -things togotberud 31v0 you a score.
- Py , t 2 iy

T s . : ’

[N . . . o . T8 - .- .
_ _— . L /’ -
... -

nn‘u SEN = ‘lea. colprobenaion inc'iud

i __‘______,\ - A
¢ M m are mninglou to me; it 8 lilne countina up all of the m?als in
| “ L *‘ﬁﬁ, e ~ e
K [
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the barnyard You dén'§ know what you have when you're through counting.
. 4 - .

=

~ ot

SHUY: Acen't you really, however, referring to all of those kinds of tasks?
FREDERIKSEN: Yes. VWhile we haven't yet a detailed’account of the co.prebension
process, .I do . believe we bhave a way of identit‘ying fhe different aspects of
co-prebension. In\{act while . the study or co-prebenaion is becoming

theoretically very sophisticated, the data on which theories are basé‘d is very .

thin. I have beén trying tp improve this situation by developing empirical )

: L : o
- techniques which can provide a reasonably rich source of information about -
. . .
- inferential processes in comprehension. ’
. ._ - ' - - M

GREGG: You said that all of this is problem 'solving.‘ihat-about an algebra word

prodlea? Yoy know, it's Eng'ush.” . . ~ . .
“ ' 3 . -
~— FREDERIKSEN: It involves comprebension. & a /
' g : .

i

N FREDEMIESEN: I thﬁ;.eqiprebemion is a kdind of problem solving.
ol - ak

GREGG: VWhen does b 5 becme comprebension, ‘and whén - does it become problea

aolvi.ng? ’_. . i
¢ . o

- -
R . .
’ . . ,
1 . . .

GREOS: ALl thy way? | . . : ot

FREDERIKSEN: It just depends on what ;ou wvant to call {t.
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4

I don'f. have a good définition of problen soiin.g, nor do 1 see tbese.

t

-distinctions as clear-cut. All I want to do is describe Qhat the human cognitive’
.s§stea does ipn acquiring propositicnal knowledge from text. This can {nvolve

operations on propositions which may be described as problem solving.

L4
-

GREGG: Well, I think that's part of the problem that we are all having at the
conference. We are just.going to call everything by one big gkobal name, so we

all have a chance to thick in our own way about it.

¢
TN .
FREDERIKSEN: Yes, I a'gree that is a problem. I have tried to facilitate the

.

communication by distinguishing ¢he several different kinds of internal codes.
. €y 1 ‘ . :
For example, one can talk separately about a decoding component by referring to.

proceﬁses 'wbich encode information in ‘terms ¢f an abstract language code. The

: o

,probiel here is that the inference gategory is exceedingly large. So f;‘r, 1 bave
been dealing with the lowest levels of in{erence, but, there are clearly very .
oo&plex beuriétics underlying sui'.h inferenges in discourse comprehensiar,
heuristics that \eventmli}'HQF to describe. My strategy is to "ease into”®

the problem frow’ the bottom up. However, I have been attempting to desgribe

-

- text-based /inferencéds in great detail, not in terms of a few global categories.
. . ‘ S

- GREGG: Well, I got: Roger to admit there was a decode one and decode two and

TN

.

decode three, 30 ‘there sust be several technical terms that we could come to some” -
N ‘ . -
wtw . P

SAMUELS: What decodes are you referring to?

L)
Al [

ta
LY
Y .

-~ - N .
GREGG: Oh, going from letters to wordy, from orthographics to the

i

75
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x
-7 A
i

theaselves, *but'non from words to meanings.- Those are the things we reaily Bean
L 4

by decoding. In yoyr case, we mean going from the sensory code to the._ language
. e - )

code, which is goymg ffom one cofle to another code, and so maybe §t isn't decoded -

FREDERIKSEE: I will be happy with any teris that we can mutually agree or.
> it

.

KINTSCH: I think it would help, for instance, in this first slide of Yyours, if
) ' \
you would add at least one other level a‘t the bottfoa of that slide. You left out

Beaning at the propositional level. )

4
4

Mow, what Ken was talkir,g about rgﬁt before you brought up the ditferent

levels was a functional level, which I thinksvou.ld fit in very well if you would

add the meani level. ’
% leve). ,. x

FREDERIKSEN: The t.rouhla is that I don't know wbat. internal <ode othe!' than a

yropoaitional code ia asmiat,’d with runcuon.

+

IIII‘SCB That doesn't really make any diffemce- you don't really know what is’

associated with tbe otber thirgs either. !ou know it exists, though.
.

Ve -

BLOCK: I think ’tmt your work 1s interesting, Carly in terss of ° its \ﬁguﬁti;i
tor providing a way to rofino and elabomu our. taxonomy of comprebension ald.lls,

snd I thinkitvouldboacry useful torm“muhomeanintenst in that
_ -] t.ah a look g‘t the cc-prohension inatmetion in beginning reading prograss.
‘ That h mthhn Iubol and I d1d not bave t.hc to do. I am certain that tbsre
is " some onrhp lptvun tho inovledgs and skills that programs develop and trme

'thn; are uquim but we don's Mnow t.ho degm to which there is exact overup.

.
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‘ We really do not know the extent to which the things that need to be learned are‘
. ¥ - .

actually being taught, although these things maye not be explicitly stated as

-

béing taught. - - | ' N ‘ . "

FREDERIKSEN: Yes, I would be véry interested in that; I think that would be a
. N - o

very vorthwale project. It would also be interesting to see how it relates to

-the often expressed reaark t-sat there is a difference in the kipd of reading that

children are required to do in the early grades a;;fd‘what bappens in the middle -

-

Y -
grades. I heard that said a lot, and I have. never seen any kind of detailed
L )

qnalysis of the change that takes place “both in the textual naterials and in the

context, including functional’ _context in which tbey are ysed.

B 2 .
- . 1] hd -
2 ¥ d . R
: -

SINGER: I vant some clarification on your bottom-up and top-down processing. .
. ’

.
-
t

A ~ Don't you always go from bottom to top and then froa t,o;i~ to bottos? You

don't start-at the top, 'in your - top-down, do you?

-

?REDBRIBEH Hell I was startim with the aasunption that you have a language
| ¢
code, first- of all But one always starts a‘t the bottom. The question is bhow

far do you go,.so that Shank just goes a little way, and tben' he starts doing

s, Tt . - - c-_/
g things at a higher level. That's the reason I said it is an oversimplification-

) to talk about s bottde-up model versus a top-down model. lI"think this is just a
Wy of characterizing differences that can dc;ur in th:’.,\qv'y'co-ponent. ﬁrog:ems
[ - mﬁgmt T ’ . . :

- You lboult; see, for example, the flow chart MIT l;as put out,'a thing ¥ called

- ‘ v
'bonlo's nov Gnrt for the ¥Winograd Progm * It's ‘incredible. Have you eve'r‘

seen 1;7\It's Just oﬁ the. interaction, the way those subroutines interact. V,"
. -.ﬁ ’ ' o~ '

. ERIC e T 7 a |
e T . o 4 C e
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" There is no simple distinction between a parser and a. semantic interpreter and a

logical coaponent. The Winograd abproach to grammar is called procedural ’

—

. graamar--a series of programs or procedures whicb ultimately generate semantic

representations not unlike the one that I am using.’

mns, Could you expand.ofi your comment that you.telt;. that the oral reading task

biased the child to a bottom-up approach?

L
O 4

-

FREDERIKSEN: I don't know this do be true, but it Seems a reasonable guess. You
" . .

could find out by studying the kinds of infordatiom children acquire from a text
1 .

read aloud or silently. TYou could have a child read aloud and -then have the

s

child retell -the story and compare the child's recall to that obtained by Just

uldng tbe child to read a story, or listen to a st,ory One would 1look at .the
4

kinds ot mtomatiou the child incorporates into his retelling or the atory under

.

the di tterent condi tiona . . .

.- . ' L -
. . -

One effect of ora_J, reading is to increase readisg time. Oral reading would

 J . - .
also eonstrain tbeAvay in which a line ‘ot text is seanned. For example, suppose .

m ﬂxation data were atudied in oral reading as omaed to silent reading. If
one tound major ditfereucea, I would assume that uu-ld be evidence for ditterent
procmin; strategiea. You -would m.}.y find sore tmtiou points on a lime on

a text in oral reading than ip sident reading. TIs that right?

caliL: That's on a level. p ,' ’ ‘ - "
- _ . ‘.
DANKS: mt&m‘du is :oing slover. . *

-y -
- R - / . .

'-m; A letel of reading, ydu mean? Ny -

.
] - L]

’ %

78 - I

"‘
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/'b-

CHALLp, A level of reading. .

—

. . /
. DANKS: But the oral reading rate slows the reader_ down; there would be a

constraint on fixations. .

‘e 5

FREDERIXSEN: You could maintain the same number of fixation points and 1increase
fixation dura'tio.us. for example. As a matter of fact, the most interesting work
on eyé movesents now, I think, gks at eye movements from the ﬁoint of view of

the cognitive processes that cont“ol them.

\
.
° ¢

DANKS: I asked the question because }here is some suggestion in the 1literature
L4

that, in the oral reading task, the reader does comprehend, and the oral cutput

¢

is generated from a higher senantic representation. I don't know exactly what.

-

the nature of that aenahtic representation is. . L

-

" . . ¢ o -

?REﬁBBIISEn: I: seers likely that oral reading can occur with or without

_co-prehension. I' can read stories that I have read many times before to my son

without processing the stories at the semantic level at all. In fact, 1 can even
_ be thinking about a px.'oblel while I am reading aloud to =y son, or I can be)
thinking -about the story. My son éan recognize whether i“»an thinking about the

story or not.  He'll say, "You are not paying attention, Daddy."

-~
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¢
PRESENTATI@N BY DENNIS FISHER

‘.
-

RESNICK: We move _nexf‘ tor Cennis Fisher's paper, ®*Dysfunctions

* Disability: There's More than Meets the Eye."
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