
www.manaraa.com

*

tr2
,

J.



www.manaraa.com

1

.. .



www.manaraa.com

DUCHIES! IESOSE
0 ,

ED 155 622 CS 004 tlE,

AUTHOR FrederikseirICarl H.
TITLE Discourse Comprehension and Early Reading'.
'INSTITUTIQN Pittsburgh Univ., Pa. Learning.Research and

Development Center. .

.SPONS AGENCY National Inst. of-Educatioia (DEES), Sashiongtom,
,

Pup -Dm Apr 76
CONTRACT 400-75-0049
NOTE 80p.; Paper presented at the Conference 'oe Theory and _

Practice of Beginning Beading Instruction, University
of Pittsburgh, Learning Rettarch and Development
Center, April 1576;.Not available in hard copy due to
arginal legibility of origipAl document;,Fcr related
documents, see CS 004 132-133, CS 004 135, CS 0C4
137-173,ED 125 315 and ED 145 399

EDRS'PEICE BF-A0.83 Plus Postage. BC Not Available from'EDRS.
DESCRIPTORS *Beginning Beading; Cognitive Processes;

*Comprehension Development; *Connected Discourse;
Decoding (Reading); Liscourse Analysis; rriaary
Education; *Reading Cosprehension; Seeding
Instruction; Britten Language

- IDENTIFIERS Oral Language

ABSTRACT
The primary goal of early reading instruction,

according to this paper, should bet° teach children to comprehend
written discourse in a manner similar to that for oral discourse
because both typesof discourse require dqcoding ability -- graphic or
Acoustic, The paper asserts that tc sisply design reading instruction
to achieve the sabgoal of decoding (which sees* meet often to be the
odes) is. likely to lead to pubsegnent difficulty in achieving the
primaKt_goal of Comprehension. The taper describes_ _a five-stage
systes of discourse comprehension, ascending from the tasic level of
graphic input to the highest level where inferred propositions-
Ocomprehensioni are processed. illustrations of these text based
inferences. as they are.used by children in telling aid retelling W.
stories show hoe the systematic study.cf discourse comprehension can .

be applied to beginning reading inittructionb (The- discussion
following presentation of the paper is attached.) (IL)

. ,

*ssiossiossiossiossiossirssiosiSsiossessiossiossoressiseessiosSiosssis**************siS

* Reproductions supplied by EDRS are the best that cep be made *
* from the original account. . *
*********0*****************************4****************C1*************



www.manaraa.com

S

I
LI 1 MEIT OF mEALT..4

EDUCAT,ON Iv/El-FM/E.
1.4AT,ONAL ,4Stituti OF

Ioucvno.
S DC".,NA,EN S BEEN DkPR._

AS REI-E .E:
ZA

-A NS . E. NN.
NE' E ,CA0 ='EEE,E

"EN' 0'' N. C,
E PO, ' CI, PC.

Discourse Co..7prehensfon.and Early Reading

tSICOPpAYA/LAqLE

Carl H. Frederiksen

National Institute of Education

. 1200 19th Street N. W.

Washington; D. C. 20208

O

t

Conferences supported by a grant to the Learning Research and D,_rielopzcent
Center from Cne National 1=75-titute of Educaticn (N: E), United States .

Depa'rtment of Health, Ed_cation, and Welfare, as par: of NIE's C=pensatory
Education Study: The opinions expressed do not necessarily reflect dthe
position or policy of NIE, and no official endorsezent should be inferred.

NIE Contract :'600-75-0) .=.9

I

This page' was presented at the conference on Theory and Practice of
Beginning Reading Instruction, University lot Pittsburgh, Learning Research
-and. Development Center, April 1976..

BEST AIT T; 73i
.



www.manaraa.com

/

niscrirsrPsc CCYPREI-ENS. ION ?ND EARLY REPSDTh)G

S

Carl H. Frederiksen

National Institute of Education
1200 nth Street K. W.

Washington, D. C. 20208

Corrhenllion and Early 7',4.ina
7

There are two points of departure in ar,proathing,beginnin7

reading instruction. One could, on the one hand, start with an

understanding of at a child's capabilities are in producing

and comprehending oral language; or one could begin with a

conception of the ability one ...ants the child to accs.lire--0-04-

iciency in corpre_haiding written discourse--and etternt to design

reading instrIxtion tc promote the development of this ability.

Itioally, one would approach reading instruction with an under-

standing both of the child's current linguistic ability, especially

the ability to comprehend oral discourse, and of the process of

Skilled reading. Yet, we still know very little about the cognitive

processes underlying the ability to understand discourse, either.in

children about to begin instruction or in skilled readers.

Thus, beginning treading instrktion has in the rest been based more

en untested assurptions about the nature of C4 cornrehonsion

process and what is required to learn-t6 comprehend written text,

than on an adequate understanding of how childien comorchend oral

discourse or learn to =prebend written discourse.

Ittepresent.chapter has two principal cbjedkittes. F1A, after

briikly characterizing present theories and knowledge about

3
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.discourse corrrrenenIion, - will attcmnt to ir'e.,..ntify aoals fr;r

beginning readira hich take these theoric-c

knowledge into account. In 2artioular, it .-:ill esc:ibli-,h that the

506

primary c ^-_'_l eff S"."-1d he to *each

children to-oom-..crenrn4 wri4-ten -';s-o--ce, in a manner similar to

oral discourse, the c-4nci7,a1 br,ing teal re--''na involves

decoding grachic information while oral langua rehr-cion

involves decoding acoustic information. A necessary sub-goal,

is to teach grachio decoding. rntrr-r.vz it ',rill e argued, designing

instruction in early readir4-solely to aChie'.,e the sub-coal of
, - .

graphic decoding is li417 to lead to sUbsecunt difficulty in

achieving the prirary goal of comprehension, especially in children

who have difficulty in learning to decode.

Second, certain recent theoretical and -,ethodological devsloo-

meets in the study of children's di ccrprehension will be

described which can contriute to our knowledge of the process of

oral.disoyurse comprehension in children beginning to read and 'of

the relationship of oral discourse processing to the Processing of

written discourse in early reading. The theory has two.cor*nents:

(1) a representation of the propositional knOwledge structpres

which underlie the production and Comprehension of discourse;

(2) atamonomv of text-based inferences in discourse comprehension. :

The taironory identifies classes of inferential operations which nay.

be applielto propositions given -in a discourse to generate now
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(inferred) propositiccalstructures. Sirs the first corponent of

the theory has been presented elsewhere (F'rederiksen, 1975a), the

present chapter will ooncentrate en the second based

inference.

The nlethodological develcprent consists of coding procedures

which all one: (1) to determine from a child's story (or other

discourse) recall:precisely what_prepositicnal information a child

has recalled from a story, And (2 to investioate the qpegific

inferential operations a child has.prployed in comprehending and
s

retelling a story. Text - based inferences are investigated by
,

=Taring those Propositims in a child's story recall ',Mich are

not explicitly represented in the .story presented to the child, to

those which are explicitly represented in the story. The method

provides a very detailed accomt of the.kinds.and amount of semantic

information a Child esquires frcTo'a story, and of the inference be

sakes in carvirehending the story. This, the method provides

sensitive indices of how a child processes a story during reading

or_oFal disoyarse comprehension.

Finally, the paper will briefly consider how these developments

wy contribute to acporpli.shing the primary goal of cartorehensice

in early. reading. Applications to the,asseisrent and diagnosis of

-differences beten children's processing of oral and written

discourse and to beginning reading instruction will be discussed.
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Corprehonsan asd Early Rea,5.ing

The conventional way to thir* about the reading process (and

the process o` oral languag=. comprehension) is to begin by

distinguishing different processing- le7els which are.assaciated.

with different internal Yepresentations of grap:lic (or acoustic)

input information. All that.is required to establish distinct

processing levels is to, establish that a linguistic input is

represented by rears of different abstract internal' codes sin that

7

each code is distinct `_ram the others arA the codas ray be generated

from a' another in sequehce. Figure 1 umarizes five processing

l,evel5 associatedmvith foul distinct internal codes!Since there

. is substantial evidence flo;- the existence of eact of these internal

.codes'and since each code'rav be derived from a code earlier in the

sequence, the processing levels in Fig. 1 may be regarded as given

and taken as a point of depaiture in thinking about the corprehensionl

Insert Fig. 1 about here
.

The first level of internal code represents a graphic (or

-aCoustic) input as a set of abstract:visual (or acoustic) features.

The existence of an.abstract feature bode has be established by

research on v isual and auditory information processing (cf. Lindsay

Nommen, 1972) and by many experimental studies o (e.g.) letter

and word recogniSion (cf. Neisser, 1957; Gibson and L in, 1975).

Y

ti

6
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The neural processes Ch operate on'a graphic (or acoustic) input

and produce. an en of the input information as a set of abstract

.visual (cxr
4 adi4orY) features are referred to collectively as feature

2

analysis in Fig 1.
.

. . ,

.The second processing level involves the generation of.an internal',

'information structure consisting o5 a Sequence of linguistic units-:--

normally a string of lexical conceptsod grammatical morphenesfroil-

the available feature information. The process %,elichogenErates this

abstract lana..nce corie fran a set of graphic' (or acoustic) features

will be I'eferred to as graphic (or acous;_ic) ,lecndin-1. Decoding is a-
1,

complex pattern recognition process Which operates both cn the abstract

4

feature code and on an internal lexicon which. contains information

. About wordstheir pronunciation, orthographic structure, syntactic

categories, neaning, and pragmatic information aboutword usage.

'Decoding itself 'ray involve additional intermediate internal codes

consisting of seq uences of units such as phonemes (phonemic code) or

orthographic patterns (orthographic code). By far the most iteration'

has been given.bo decoding processes in research and'instructional-
c ,

&Wan related to early reading (cf. GiLson & Lein, 1975).- Ileseardh

ids9es:concerning the naturesof the decdding component of discourse

caprehensicil will not be the concern of the present paper. No &opt

they will be dAcussed.by others.at this conference Venesky'and

Phssaro's Chapter in the present volume) . -

The third level involves the genbration of an internal:represent-

7

.
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0

ation of the tyntactic structure of a language string. While psycho-
,

linguistic research has established beycnd a doubt that such a

representation occurs, the specific nature of the svntactic.represent-

ation and of the Syntactic component oft he corprehension process is

.an open guestiori. Vhile rany psvcholinguists in the past haveoccepted

the representation of sentence structure associated with generative

tzansforrational grammar a9) the internal representation of seRtence

structure, the notion that a (Ira.:1..ar ought toste 'Ipsc1o4lcal1y

realistic "_ has now been accepted by linguists are psycholinguists

associated 1,th the generative grarar trad;tion, leading than to

consider alternatives to generative grammar whidh appear tape more

plausible psychologically? Ccrputational apprcatthes to ntax appear

to be .particularly promising as psycholinguistic nodels of syntactic

processing.(e.g., Woods' (1170) and' Kaplan. -(1972) augmented transi

tion network..3Lctruars), especially if they are designed to operate as

oompanents'ct systems which generate semantic interpretations of A

-sentences (e.g., Winograd's (1972) procedural grammar) .

The fourthand fifth levels of processing involve the representa

tion of the semantic (propositional) "content" of a Linguistic input.

The first of the- interpretive compOWent, takes the syntactic

structure of a language string and uses it to generate a proposi-

tional structure-consistina of a network of concepts and semantic'

relations linking these concepts into seiantic networks. The

stteniA to 'specify semanticstnictures for,English sentences is

ti

'r.

V

1-
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a problan that has occ,,k2icld,investinators in ,linguistics (e.g.) Chafe,,

1970; Leech, 1969; grimes, 1975), eu,outatienal linguists (e.g.,

Simmons, 1973) and artificial intelligence (e.4.,.Schank,-1973;

Winograd, 1977). Psychologists have approached the problaVas one of

specifying the form in which propositional information is represented .

in rerory cf, Crothers, 1975; Frederiksen, 19751; Yintsch, 1975;

Norman & Rammelhart, 19751. The most interesting attempts to specify

models of the process of semantic interpretation have been rade

computer scientists vino have attelpted to program cerputers to answer

questions or in other ways demonstrate an ability to "understand"

English sentences (cf. Winograd, 1972; Schank-, 1973).

The fifth and highest, level processing corponent operates entirely

.

on propositions; generating new propositions from propositions which

are given, e.g.,,trun prior discourse, from discourse context, or

from previously acquired knowledge about the world. Any such process

will be refered to'here as inference. Note that there is no implied

reference to truth-value on conditions of valid inference ih the

present definition of inference. Any proposition which can be

generated from one or mere given propc;sitiont by means of specified

operations (to be discussed later) will be refeired to as an

inferred pronosition. Inferential processes in discourse comprehension

have became a centralitopic among workers in the fields-of artificial

intellegence and Cr:mutational limiistics who are interested in S

building 'intelligent" language understanding syst7s (Sdhxrik,E, Rieger,,

9
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7

1974; Riew, 1975, 1976; Wilks, 1975; Winograd, 19'72; Collins, Warnock,

Aiello-, and "iller, 1975; Collins, 1476.. In addition to providing

theories of how inference operates in language comprehension, this ,work

makes clear the extrant to which inference" is irIVQh/Edill the everiay

processing of natural language discourse. Furttrrmore, as was indicated

*in an earlier per (Frederiksen, 1976a), propositions-:whith are infer-.

entiAlly related frequently occur. in discourse although the inferential

relations among propositions ray not always be explicitly expressed. The

existence.of_high-level "text rracro- structures" involving such infer-

entially related propositions has been recognized by a niter of

contributors to the field of discourse analysis (e.g., Crothers, 1975;

trmelhart, 1975; van Dijk, 1976; KintSCh & van Dijk, 1976). This.

fact together with the fact that a host of language processing prOblems

at the discourse level (e.g., anaphora) require inference for their

solutionl establish that a discourse caTpre.hensicn system mist embody

high-level infeiential processes.

While discourse comprehensicricertainly involves the procesSing.

level/indicated in Fig. 1, the most important questions about the

nature of discourse processing remain to be ansmered. What is' the

form of internal representation or,-internal 'code at each processing

level? HMI does each-component process operate? Jiowdo these

component processes interact? This last question is the key to

understanding how the thiprehensicn process operates as a whole. It

is the cceplex interactions ocrponene'prccesses that hire

10
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posed thegreatest theoretical/challenge to those attempting to model

.the comprehension process in any detail (2:14., TrId.ncgrad, 1972).

There are twol contrasting conceptions of hew different components

of the diScipprse ocrptehension system interact. in one conception,

which We shall refer to as the bottom-pp conception of discourse

processingi, decoding, syntactic processing, and semantic interpreta-

tion are weived of as occuring in. sequence. The tep "bottom-pp"

refers to the fact that lower level processes occur prior. to (and

are ini.dependent of) higher level processes. In the bottom, -up

conception, the processes by which a person unde.rstands a discourse
:

-axe controlled by the textual input, thatis, there is a gore or

less automatic parsing of each sentence in an input text followed

by semantic interpretation based on sentence syntax. The- bottom-up

conception has tended to be p*edaminant in the thinking of

psycholinguists and reading researchers. The current emphasii on

ip early reading makes sense if the ccmprehension process.

is e% ssentiallybottommv in its organization. However, recent attempts

to program computers to "understand" language, e.g., to answer

questions and carry out English dialogue, have established clearly

that language obrrprrensicrksxstems.rnust operate in a more complex

fashion thin is consistent with a purely bottom-up conception of

discourse processing. For example, while Wincgradis (1972) computer

program to underitand natural language'is organized arol.ind a syntactic

parser, it requires semantic and deductive (inferential) routines
,

-

Li .

r
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which interact with the parser in ccrplex ways. Thus, although the

parser in Winograd's system calls these other cipapOnents when it is

necessary to cambleste syntactic aniaysis and semantic interpretation

,

(.g., in determining pronaw.al reference) , his systers. incorporate;

the nctiop

a laiguage

procedural

that the proces of corprehension involves thb ability of-
/

user = -to pombine Syntactic, semantic, and inferential

knowledge in an interactive fashion to produce a semantic

.interpretation of sentential inputs.'

. The second conception represents an oppOsite'extreMe in 4. rich

the syntactic and interpretive cOmPonents are Presumed to he alWays,.

under the control of }-..igh-level inferential processes: For eample,-

in Schank's(1972, 1973) system, comprehension is regarded as a

process of mapping from.grammatiCal and lexical infOrration contained

in input sentences to "conceptual dependency networks." A conceptual'

dependency network is generated directly. fran a (minimal) syntactic

parsing of an input'sentence and froliworld knowledge and knowledge

About the context of an utterance. Lexical verbs are transformed or

decomposed intoprimitive "case frames" containing slots which 414z

be filled by inidirt, lexical concepts or other stored concepts. Ey

'identifying a verb, retrieving its primitive case frame and assigning

concepts fern an input sentence or sentence context into "slots" in

the frame, the system operates, primarily at an inferential level,

using lower level ciamponentS as necessary to "instantiate" the storpd

frames, 'thus balding up a cOnceptuai dependenCy network which "fiti"
# ,

.12
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the input "data." Thus, the system operates primarily.in a gran

fashion. 7t46 aspects of Schank's system, the notion of a frame)

-structure and the use.of:inference in semantic interpretationNaye

proved to be ,extremely powerful ideas (cf.,
,

Schenk & Rieger,

%

VIlks 1975;_

The psychological evidence'for fop-down processes in discourse

comprehension goes back to Bartlett's (W32) drigInal experiments on

conetructive remory for text. The notion of a frame structure is

not unlike Bartlett's notion of a schema (Bobrya & Norman, 1975).

Branford and Franks (1971) revivelelartlett's "constructive" approach
4

to discourse cnmprehension with-the demonstration that in understanding

sentences subjects generate new information which was not explicit in,

the input sent4cei. Furthe5more, they do not discriminate between

,the two kinds Of information, that which)Wps explicit in the text and

thit which was not. Zfi our oWn work (Frederiksen:.1975b) me have

investigated inferre propositions which are present in subjects'

discourse recalls, establishing that inferences are'geerated during

input processing. Fbrthermore, yl1975c) have manipulated

=textual factors which ought to coyit;o1 the extent of inference and

prodied the expected contextual effectt on extent of Inferential

Irocessing. It was sibleto conclude that most of those infei-enms

were generated

1976a) we have lished that propositions pilesented early in a tact

input processing: In another study Mmoleriksan,

affect the of propositions presented later in Vie text to

13
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which they are -inferentially related.

The research which has been described is consistent with the

following aisumption:

Assanption 1. zP.'norrAl characteriritic of s%ille reading and

oral dieouil. comprehension is the o6currence of high-leveI

inferential proces;,es which interact with other com?onent

processes an a too7eoun_ranner.

516

A principal reason why:an efficient discourse processing systems has

to have top -down characteristics is -such is essential
.fr

to eliminate the.enormous processing load which discourse would place

on a bottom-up system. .The adoption of top-dn processing strategies

is a pc* erful means ,of reducing such intolerable processing load.

lEbtamples of top-dewn strategies are the occurence of text -based

inferences in discourse comprehension, inferential control of semantic

41046,interpretation and Syntictic procesSing, and-ttmruse of cmtectual

information to facilitate decOding.

Assumption,1 naturally lei4s,one to ask if there.are conditions

which mould lead a person to process linguistic inputs in a predami-

.nately bottom-up manner. While no* exponents of the top-down

conception would argue that language processing is' always top-down,

there'rmay he conditions whiCh would lead to a more bottom-up mode of

iw process interaction in discourse comprehension. 'Related to the present

question is the .hypothesis which has been proposed recently (LaBerqe

and Samuels, 1974; Perfetti and Lesgold, 1975) that per'sOns who are not

MN, ...14
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proficient in decoding will fail to comprehend because, after they

have finished decoding a message, they will have inadequate processing

resources repaining to complete-higher levels 'of syntactic and

semantic analysis. while this hypothesis reflects a bottom-up

conception of diScaur.seprocessing, a second assumption may be offered

which proposes a more profound effect of encountering difficulty in

decoding or other low-level processing on the disceurse processing

syStem:-

,Assurption 2. If a person encounters difficulty in decoding

or other low-lvel discourse proceSsina, he is likely to

revert to-a bottcmrup mode of di processing with

respecbta all remaining processing ls, thus failing to

employ those inferential and other top-down processing strategies

which arg characteristic of his normal discourse processing./

Assumptics.1 2 predicts f. t encountering difficulty in decoding

will affect not only what 04 resources remain, but also the
nature of the omprehensicn process itself. Similarly, it predicts

that encountering difficulty in processing sentence syntax or with

Semantic interpretation due, e.g., to unfgmiliar content would have

similar effects. If this assumption is valid, then we would expect

skilled and unskilled readers to differ not only with respect'to

ileccding proficiency; we would also expect that unskilled readers

tao,d Team to pioceititiehdiscourse in such a way. that they would

fail to apply the powerful top-down inferential prooessmf they have

15 r



www.manaraa.com

=1.1t.

4
Gompirehension and Early .Pea 518

available-for processing gral c isoourse. to the processing of written '

text.

While there is as yet ',rery little evidence bearing directly

on Asswption-2,there isa,body of research' which is sdggestive

and consistent yith,this assa7ption (cf. Gibson & Levin, 1975).
rt

Gibsd and Le,nn'conclude their review of this literature with

the following sTrary:,-

v

"Good and paibr readers do not necessarily differ in

the Ability-to transform a written word to speech,

in other words, in the mechanics of reading. The

abi4ty to use larger units and to make ,inferences

ficrLthe text is involved in skiille-1 reading rather

than simply the ability to decode, s6 that 'skilled

deCOders who have not learned to organize the text

into higher-order groupings ray still be poor

readers, sO far as comprehension is concerned"
4

(Gibson & Levin, 1975, p. 391).

What AssurptiOn 2offers is an explanation of why 05o1 and poor

readers wip-siiffer arily minimally in decoding ability would be

eXpected to exhibit such striking differences in the ability to

comprehend writtentext.-

Mut, then,-is the nature of reading acquisition during the

early gra4es2 Accordinlito the present view, learning to read

involves both the acquisition of graphic decoding processes and

.0

Ao

16
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.

learning to apply the full power of the oral discourse processing

sister! to written text. The pebble m is that even if beginning

reading in'tsruction able to make e-a child At efficient is

graphic decoding as in acoustic decoding, this would 'be no

6

guarantee that the child would" process written text as effici-

ently or in the-sare manner as oral discourse. In fact,

, instruction designed to efficiently°teach.-?.ecoding subskills

rep actually have demand characteristics which cause children to

approach reading in 'a relatively bottom-up manner whether or not

,they.experimce difficulty*in decbding. Even the seemingly

inocuous task of oral,rewilogroy bias a child to approach

reading as a task essentililly different from that oforal

langlage..corrprehension. The argument for'teahing decoding

directly is not that a child cannot otherwise learn to decode

Saderbergh's (1976) case studies of preschool children

.learning to decode spontaneously); it is that there is an

4ilanamese in efficiency if decoding is taught directly, the

imOlAcation being, oonsisturlt wit1 a bottom-up conception of

discourse processing, that making the child an efficient,decndeir

will result autorticaliY in the child's being able to kfply his

oral language skills to written tact. Howevnr, if the increase

in efficiency in teaching deCoding is bought at the expense of

Roaming a child who processes discourse in a roamer which is

fundarnenially different iron haw he processs oral discourse,

17
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it is not worth the cost.

520

Early reading instruction, then, rust be 9riented towards

achieving the folling two goals:

(l) the primary coal of early reading instruction is to teach

childrentonn the eameranner as
oral discourse; and (2) a 5..ibsidixri coal is to assist thc.. child

in developing efficient pirocesses for decoding written lancuace.

The problem is to designJbeginning reading instruction to

.sdnultanecusly accomplish both goals. However, if attainment of

the primary goal neceSSitatesscre'inefficiency with'resect to

the ,ary goal, .them that inefficiency nust be tolerated.

If beginning reading instruction isto accomplish both of

these goals, it Irustloe based on an bf the processes

children haVe available to them for oomprehending oral discourse

as they begin to read, of developmental changes which takeplace

in Oral discourse processing during the period of early reading,

and of charges which take place in the processing of written

discourse as a child learns to read. It.willalso require that

we have available procedures fOr determining 11:7.; a child is

-4t
piteessingorel and written discourse, and whether he is processing

both oral and written discourse in the same manner. In the next

.section, strecrecent theoretical and methodological developments

will be Ares l which provide both an approach to describing

/ children' processing of oral and written discourse and a proceaure

k.1

18
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which is adaptable for use in the classrtom for determining iw a

child differs in his processing of oral and written discourse. *The

story retelling task ,which is employed is both natural for children

and-suitable for usq AS an instructional task.

t

.19
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TextA3ased Inference in Children's Story Co7pre:hensimh-

The previous discussion identified five processing leVt.ils in

discourse comprehension on the basis ofAifferent internal represent-

,

.ations of a linguistic input. Corprehension was describer! as a prdcoss

by'Which a.semantic (pr41sitical) representation is generater'.,from

anput discourse. Acquired propositional kmdedge was described as

faLLing into two categoriesthat which results directly from semantic

interpretation of an input teft.

-k represented in a text and hence

that which not explicitly

be inferred by a listener or-

reader. lb describe the prpcesses of semantic interpivtatiot) and

inference in any detail will require that we_first be able to specify

the explicit propositional content of a discourse.

A natbral approach to the problem of specifying the propositional '

content of discda.Irse is to consider the other half of the communication.

process -- discourse production. Figure 7 presents ,a toreeption-of the

process -of distourse production in which a text is viewed as resulting

from a series of oo-runicative decisions whereby a speaker (or writer)

generates discourse from his store of "message relevant" conceptual

and propositional knowledge.3.ahe store of semantic knowledge froil

which a textual message is deriV6d will be referred to as a messarle ,

ddhain. In the present-conception, discourse production involvesethree

levels of decision, each of which determifferent aspect of

'discourse structuresedantic fpropositon4Lgontent, textual organi-,

20-
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zation and cohesion, anti sentence structure. At the first decision

level, a speaker (or writer) retrieves units of semantic information

for explicit incorporation-into a disoodfte. -his selection-prdcess

reflects pragmatic assumptionl,a's (or writer) makes about What

knowledge he already shares with the person being addressed and about

the inferential capabilities of the addressee. That propositional

knowledge which a speaker (or writer) selects for explicit inoorpora-,
tion into a message is called a ressage base. At the secondL level of

aPcision, a speaker (or writer) makes staging decisions which deterrine

how selected of semantic information are to be organized into

discourse, including decisions about sequence, tapicalization, refer-

ence, and correspondence between. semantic units (such as propositions)

and textual units (such as sentences)1 The resulting "staged" messagef

base is referred to here as a text base, indicating that it contains
.

both "textual" and semantic information. Finally, a speaker applies

his knowledge of sentence structure to generate a.secpence of sentences

from the text base. Each of theseOecision levels,involves oamruni-

cative decisions which successively reduce the amount of free variation

in text. Presumably, most free variation is eliminated at the level of

the text base; the last stage, text generation, involves only the

.

application of grammatical rules which are appropriate in a speaker's

. tar writer's) langpage can-unity. Of odurse, discourse production

occurs in real tine witttrany interactions amonq component prooesseS

(cf. lifieherilcsen, 1976a).

..-
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Insert Fig. 2 aboUt here

To illustrate, Figure 3 contains an example of a message base

for the following children's story (from Hall, Roder, EeCole, 1975):

The Flower Pot Story

(1) .This is Michele. .She is watering the flowers.

(2) Crash! Now Michele thinks that Mother will be read.

She wants to run away.

(3) "I'm not read ;" says "other. "I ?arm you didn't rean

to do it. Let's clean up the- mess."

440 Michele picks up the flowers. Shegives them to
lr

Mother. "Don't Worry," says Mother, "we'll put them

in a nice pot."

15) Now the flowers are okay and the mess is all cleaned

-

up.- "Cdme on," says Mother. "Let's go and make same

..cookies.5.

Or
Each numbered row in Figure 3 denotes a proposition consisting of a

network of coli4ts (in parentheses) connected by labeled senantic

relations (the arrows Connecting the concepts); each proposition

represents an event or state, Fp' example, proposition 100 represents
0

,the event Michele caused tl*-action water to affect the'object set

flowers. The action in proposition 100 was initiated in the past

with continuous aspect as indicated by the operators mi and ASPCT

.!

22.
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(ant) on the ACT relation (each of which is denoted by an e sign

follewed By an operator label). A.00ncept may bd an object- (in

which case it iLpreceeiedloy a colon in theFig.). Objects appear

both within propositions and on an object listtegether with relations

that indicate how each object is derprmined and quantified. For

example, Michele is definite singular. Every .other concept is an

action, attribute, dearee,lccation, or 'tires. Prepositions frequently,

are embedded within other prepositions (as indicated by a square

bracket inia proposition containing a proposition ntrber). For example,

in preposition 203, Viahke is the patient of the processive action

want which,has as agral the event represented by the embedded propo-

sition 204. Full details of these network structures for represent-

ing prepositianal knee/ledge are given in-Frederiksen (1975a).

Insert Fig. 3 about herd

Staging decisions explain why, e.g., sentencOs (1) were

generated from proposition 100 ratherthan same sentence or

,sentences. .This particular staging establishes e as the main

topic of the story and the action as subsidiary An

-alternative staging might have been Michele is wa tl-z.flowers

(correspondence between the textual unit sentence and the semantic

unit proposition) or Here' are the flo4ers. Theymbeing waternrt

by Michele (topicalizaticn of the flowers). A detailed .thoory of

remairsto be worked out but the outlines of a theory have

23
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been given by Grimes (1975) and summarized by Clements (1976).

Presumably, or& staging decisionshave been rade, a text may

be generated by applying grarraticaTertiles which map fret p posi-

tions + staging inforration (the text base) to English sentences.

Note, that in research.on discourse camprehension, it has been

common to confuse aspects of staging with aspects of the proposi-

tional.message base.

Suppose that .the Flowt Pot Story was read to a child (or

alternatively, th'e child read the story) anal the child was then

asked to retell the story. The child's recall was recorded and

transcribed. For example, the following recall was obtained fron

a foyr-year old in the study by Hall, Reder, and Cole (Subject

1):

A little girl was watering the flowers and then she

was ...that she was watering the flowers. She ...she

broke the glass. Don't worry said Mom, we'll clean

up the mess she won't get mad. She put

it in a nice new pot and then she was cleaning up the

pot, and that was only a accident also. The flowers

are okay, and the-ress is all cleaned up.

!iie want to deterriine 'analwhat information from the proposi

t*ustructlive in TFigure 3 was recalled by this child. he proccd c

which we use is to code the child's recall against the proposi-

tional data structureLjwking off every concept or relation

24
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which was recalled. Thusf'we obtain a detailed account-of what-
4.

sortie information the child has recalled from tb story.

Figure 4 Presents'h list of propositions from Figure 3 which were

recalled by this child. Notice that in addition torecalling a

ration of the story content,. this child has included propositions,

which'are related to but are not identical topropositions,in

the message base. The attrpt to analyze propOsitionS such as

these leads directly to a theory of text- based inference in discourse

comprehension.

Insert fig. 4 about here

Before describing our approach to-text-based.inference, it

will be Delpful to characterize furthefthe propositional structures

on which inferences are based A propositional structure consists

of a set of concepts connected into'networks by labeled binary

semantic relations. A relation is defined in terms of a triple

consisting of a pair f concept slots and a_connecting relation.

For example, the rela ()--CAT-> () connects two object catego

ries such that-the obj category in the.right slot-is a subset

-of the object category the left slot, e.g., (:BIRDSCAT->

(:ChNARIES) The two lest semantic units are thus: II) "I ',-

lexical concepts and (2) relational triples consistink of Pairs

of concepts connected by semantic relations. All higfier-order

units of semantic information are composed of relational triples.

4

25
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Higher-order units occ= at several levels of rank or comnlexity

and will be described in their order of ccrplexity (cf Ftederiksen,

1976a).

The next largest ser.lantic (3) an event frame, is analog-

ous to a case frame in Schank's (1972) theory and is composed of a

system of relational triples which are connected to an action and

identify the various participants in the action, its res4lting

effects, etc. 'An example of a resultive event fra7ie is found in

proposal& 100. Here, the event frame Consists of everything

except the time (tense and aspect) information. rote, that this

is an instance of an ihcorplete event frame; it represents only

that part of the-frame which was explicitly expressed in the story.

Thp full event.frame is

( :'DECHELE)--AGT-> ('WATER) -> (:FIZEPS)

->["1011

RESULT -
{

*1023

where embedded prOposifions'101 and 102 iepisent.the unspecified

state of the flowers prior' to the action water and after the

action water has taken place, respectively. Proposition 500 contains

an example; of an evert frame with an unfilled slot --the agent slot.
-4

Co n kind of inferential operation might, be to fill this slot with

an Ahimate object. Proposition 201 contains an example,of a

proobssive event frame:

_

( MILE) 7-PAT->:_( ' TM< ) --THEME2-) "202 3

26

t
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where 202 is an embericled proposition specifying.the content or

529 A

"theme" of the cognitive process think.

The next largeSt scrantic unite (4) a'proposition, represents

an event or state. An event proposition isboaTosed of an event.

tram together with additional relations which further identify the

event, e.g.,)by specifying the tine and location at which the

event took place, or by further specifying the nature of the action.

Exanples of stative propositions in the Flower Pot Story are

Propositions 205 (16cative) and .408 (attributive). Other stative.
f ropositiont'are 206, 407, 501, and 505. All other propositions

in the story represent events. Prop4ition.501 is an example of

an event propOsitian consisting of an event frame containing

embedded propositions, a tense operator, and a locative relational _

#ctriple (a / indicates a branch4n the network at, the point indicated
t

by an !). r

- Itiltwe units which are highest on the rank scale are composed

of pwopositions-and connect propositions either with algebraic

-reLitions or with dependency relations, that is, logical, causal, or

conditional relations A brit =posed of a pair of propositions

oxsm*.edbkan algebraic relation is called csy a relative system.

A relative system may specify relative titm,. location, or comparative

information involving attributes oinhjeets oractiims. An example

of a relative system, in this irilkance or involving relative

location, is given by proposition 207 which specifies that the

t-

$

J

a.
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location of Michele after the action run'(206) is not the same as

her location prior to the action (205). (Here, a # sign is used to

to a label for an unfilled slot.) The,algebraic- relation

proximity connects slats in 205 ,and 206 and has the negative

operator NEG applied to it.

(6) a depeniency system consists Of a pair, of propositions

which are connected by mans of logical, causal, or conditional

relationsrelations which indicate dependencies among propositions.

Dependeny systems are of, three types: logical, causal and'

conditional systems. No examples of systems occur in

thellower Pot Story, but examples may be found in Frederiksen,

1975a.

1:

A little girl was watering the fLageri-end then she

Novpnsider the first sentence story.recall of subject

was ...that she' was watering the flowers:

What infornaticri has thias gild recalled. from the story?'-And, how

has she, operated din the
propositions in the story to geneFate this

sentence? Figure 4.1ists the propositions fran Fig. 3 which are
. .

represented in this child's story recall. ,The above semtenair..

ieproduces the information fran proposition 100 which is indicated

in Fig. 4, and also includes two alterations of the proposition.
. r

First, the object class occurring in the ACT slot, Michele, has

been replaced with a little s1, a specific classass of children.

"*.

28
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That is, Michele refers to a definite little girl while a little
411

girl refers to any token from the class of little girls.

the object class in the AGT slot in the child's proposition

includes the object class in proposition 100 as a sUbset and

the child's proposition is thus more general than that.giVen.in
.A'

the story=it includes proposition 100 as a special case. Second,

the child has changed the time reference from present to past.

Both of these changes which occur in the child's text are evidence

for inferenceprocesses which operate on given propositions to

produce new propositions. The occur of such operations in a

child's story recall is evidence for discourse processingrat the

inferential. .1-1. The kind and amount of such text -based

inference ought to be indicative of the nature of discourse

processing in these children, large amounts of inference being

evidence for top-down processing strategies. The detailaieWs-

cription of Children's-text-based inferences and of the gerantic

inforataticn they acquire from discourse ought to contribute

significantly to describing the processing of bath oral and

written discourse during the period of early reading and develop-

nental Changes in both processes.

,Theclasbification of inferences such as these involves

examining the relationships between propositions in a child's

story recall and propositions in the message base for the story

10.
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presented to the child. A child's propositions may be classifie0

ori the b;,sis of the particular inferential operations which can

be applied to propatitions in the ressage bake to generate the

Child's ptopotitiOns. Types of inference correspond to classes

of operations on propositions. Since in same instances it may be

- posSible to generate a Child's propositions in more than one way

froqtpropcsitions-in a message base, theloonvention will be adopted

S-
that-in classifying a child's,inferred propositions, inferential

cwationsare applied to.thasiKrapositions in the ressage base

which are mostcloSely related to the child's propositions (that

'is, the femeApossible operations are applied in classifying each

of a child's inferred.propositions).

'Able 1 presents a summary of the inference types which we

have identified far. This classification is intended to be

exhaustive a90 is based on considerations of what operations are

.possible-given the nature of propositional structures and on

analysesof inferred propositions in children's story recalls.

Eight mayor classes of °Orations on prop9sitions have been iden-

.,Y

tined which operate on different-semantic units:and/v involve

-differek:operations on these,units. Major classes-ofoperations

are subdivided into pare mecific categories of,infirmtial

operations. The regialting classification consists of twenty-six

Wont= tvoes-(see Table 1). In the full classification of text--\

"fimed inferences, the infizrencecrtypes themselves are further

It-
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subdivided (cf. Frederiksen. 1976b). The classification will be

illuStrated by meand of examples in whatfollows.

Insert.Table 1 about here

.
. The first major class of inferences, lexical operations,

operates'at tle conceptual level. Two types of operatioil can

ob.cur: (1) lexical c:Tensioni,expanding a lexical concept into
J..\ .

Torftbr mare propositions; and (2) lexicalizaticn: replacing one

more propositions with a lexical concept. For example, if in

retelling The Flower Pot Story, a child said (a) Let's cleanup

the dirt and-pieces of flower pot all over the floor instead of

00--Let's clean up the mess, the child would have expanded the

lexical concept mess. If the child generated (b) from (a), he

should have lexicalized the propositions underlying (a).

The se land valor class of inferences, iclentification operation,

involves .operation on objects, actions, stativeprccositionsY6r

events which further specify or identify- an object, action, state,

it' event. For exant3le, identifying an object involves providing

etative Difarmaticn. about the object .which distinguishes 'it from

other objects. Six types of idefitification operations may be

distinguished:

(3) attribute inference: specifying an attribute of an object

or action, e.g.,

'Wive attributitn: Story 17 We'll pat then in a nice

L\ 31
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pot. (propoSition 408); Protocol (subject 1): She put it in a

nice new pot. (pot is identified by the attribute new)'

rennet attribution: Story 2P Now Jimmy's mad ...That

rakes hip feel better. (proposition 520) ; Protocol (subject 5)

Jimmy was happy. (the attribute happy is attributed to the

proqessive actici i feel in 520);

(4) category Inference: classifying an object or action

into a category, e.g.,

N Story 2: lie is buying an ice cream. (ice cream);

:Protocol (subject 1):_he_was buying a popsicles of ice cream.

s"-

(pOpsicles area subset of the category ice cream);

(5) time .infer specifying a time or duration for an

event or state, e.g.,

(a) PRES > PAST:

Story 1: She is watering the flowers. (proposition

Ao)

Protocol (subject 1): A little girl was catering

the flowers;

(b) TENSELESS H> FUT:

Story 1: Let'sclean9p the mess. (proposition

306);

Protocol (subject 1): we'll clean pp the mess;

(c) ASPCT: COIPLETIVE -> CLOT:

4tory 1: The mess'-is all cleaned up. (proposition

32
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500) ;

21.6rolool'(subject 1): She was cleaning up the pot;

(6) loeative inference: -specifying a location for an event

ok state, e.g.,
114.

Story 1: 'Sbe(Mlichere) is watering the:flowers. (pro -

position 100); Protocol: Michele is Oatering the flowers

on the winiadsill;

(7) part - structure (tASP) inference: specifying a paitt of

an object,e.g., the flower's blossmwr

e g $

(8).degree inference: specifying-a degree of an attribute,

Story lt 142'11 put them in a nice pot. (proposition

408);--ProteloOl: We'll put them in a .very nice Pot.

_The third major class of text-based inferences, frame oper-

a.
-tpns, consists of operatiansfal event limes. Ten distinct

categories Aoperatials on event frames can be identified which

correspond illerence types (97 through (18) in 'fable 1:

(9) act eaxiwoe: filling an ..urdillad action slot :in an

41
event train, e.g.,

Story 1: Mother will be mi. (proposition 202); Protocol

Mother will feel mad. (the cognitive action feel is

specifiedi;

(10) came inference: filling a concept *lot in an event

friss, specifically inserting a concept into an agent, instrument,
.

33
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dative, or 6bieci slog in a resultive event frame; or into a
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patient, dative, or object slot-in a processive event frame, e.g.,
:

Story 1: Now the mess is all cleaned up (proposition 500);

Igrotocol (subject 1): She (*Other) was cleaning up the

pot., (empty ACT: slot filled with 'btper) ;

(11) instrunental inference: generating acause of a pro-

position narked as a result, e.g.; if Story 1 said: Mother got

(proposition 202 marked as a result), (sand aoehild's recall

said Michele, madeher mother rad, the child would-have supplied

an agent and an action for propoSitiod 202;

(12) result inferenec: generating a proposition indicating

the result of an action, e.g.,

Story 2: Take half of mine (ice cream). (proposition 511):
/

(077446) -AGT (:Hkr.ICE.CREAM.B)

RESULT -> E

Protocol (Subject 5): Jimmy, Yon can have half of mine;

fills the result slot with:

(:JIMW) --PAT-> (' RAVE) --ciari-> wur . ICE .CRFAA .13) ;

413) source inference: generating a proposition indicating a

state existing prior to an action, e.g., in thetpreceeding cc le,

a Child might say Jimmy you don't have any ice cream. r;nkn'half

of mine;

(14) goal inference: generating a goal for an action, e.g.,'

StcS1: Michele picks up the flowers (proposition,400);

34,
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Probpool: Michele picks up thcoflowers so her mother

won't horad. (specifies a goal for the action pick

(15) theme.inferenod: generating,al.thery? for a cognitive

action, e.g.,

Story 1: Let's clean up the mess. (proposition 305),

Michele picks up the flowers (proposition 400); Protocol

(subject 3): Let's pick up the flowers. (proposition

400 is inserted into the theme slot of 305);

-(16) frame t9insfoicmation: transforming a frame of one type

into a frame of another type (see Frederiksen, 1976b for examples);

(17) diserbedding operations: J-emoving a proposition from an

event frame in which itis embedded, e.g.,

Story l':' She (Michele) wants to t away. .fiproposition

20.4. embedded in the goal Slot of 203); Protocol (subject

4): Michele....did run off. (proposition 204 has been.

removedikixml the goal slot of proposition 203);

(18) embedding operations: inserting a prompition into a

slot in an event frame, e.g.,

Story 2: This is Jimmy., He is buying ice cream

(proposition 100); Protocol (object 2) : Sinmy wanted

to buy ice crew. (proposition 100 has been embedded

in the goal slot of a generated event, Jimmy wanted) .

The fourth major class of inferencep, event generation,
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involves generating an even0frame into which an Object or pro-

position is inserted. Ten sub -types of (19), event inferece,

ocoN5 corresponLling to the different slotS ("cases") which oc=

in process-iye -anr? resuYtive event frames. Examples of several

16
type of event inc.crence are as follows:

Preces:sive events:

19A. PAT (story 1, sUbject1):

Protocol: She (Michele) broke the glass. (Michele

is inserted into the PAT slot-of a generated event):

01207 (storey 2, sdbjeCt 5)

Protocol: (see example 12A ;_ the genm-ated result

contains theme-dept. (:FILF.ICE.CMAM.B) in the can

slot);

19AB. PAT + CS32 (story, 1, _object 3):

Protocol: Said mother, come, lets have some cookies.

(the generated event contains Mother and Michele

the PAT slot and cookies in the (F02 slot);

Restative events:

19E. 'AST (story 1, sect 3):

in

Protocoit ichele broke (the flowers) (an event is

,-glenerated havina an animate object froM the text.as

.

kirMichele);

19G. CBJl (story, 2, subject 1) :

Protocol: It (the ice cream) Ot all broken. (the

J

36
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Object ice cream is inserted into the CB J1 slot of a

generated event);

19EG. AGT QBJ1 (story 2, subject 2):

Protocols he (Jirriv) dropped it (the ice cream).

The fifth major class of text-based inferences, macrostructure

operations, involves operations on propositions in.a text-which

result in new propositions which are either more general than (i.e.

are superordinate to) or rore specific than (i.e. are subordinate

to) the propositions in the message base for the text. (20) Surer-*

ordinate inference involves replacing a concept occupying a slot

1,preposition with aswerordinate class of concepts (that is,

a class of concepts whiCh-includes the concept in the proposition

as a subset). Nmerous sub -types of superordinate inference can

be distinguiihed on the basis of the.type of slot and/or concept

operated on. (21) Subordinate inference iirl;m1vesthe'same

operations in reverse; a conceptual class is replaced by a concept

which is subordinate. Again, there are as many sub -types of

operatioos as there are different slots on which to operate.

Examples of superordinate id:rence are i

8. Ate' (story 1, subject 1) - superordinate object class

in ?Gr slot, Story 1: This is Michele. She is watcrinn

the flowers; Protocol: A little girl was watering the

flowers.

B. 01301 (story 1, subject 5) - superordinate object class in
5 1.5
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CBJ1-slot,:Story 1: She is watering the flowers.

(proposition 100); Protocol: She was vtaterin' the

plants..

B. PAT (story 2, ubject 1) --sup erordinate-Object class in

PAT slot, Story 2: (You) come on and fight. (pro-

posiiion 420); Protocol: let's come on and fight.

(PAT slot contains both Jimmy and the other boy).

Examples of subordinate inference are:

r

540

A. Subordinate action (story 2, subject 5, proposition 410)

Story 21 I'm gonna beat you up. Core on and fight:

Protocol: Sock (you) in the head. Let's fight. (the

action is subordinate to beat up);

B. ACT (story 1, subjeet. 1, propositions 406-8) - subordinate

object class in AGT slot, Story 1:, we'll put them in

a nice pot; Protocol: She (Mother) put it (flowers) in

a nice new pot;

B. OBJ1 (story, 1, subject 1, proposition 506 - Subordinate

object class in OBJ1 slot; Story 1:" the mess -is all

-cleaned up; Protool: She was cleaning up the pot.

The sixth rajor.class of inferences, algebraic operations,

involve generating a relative (algebraic) ystc given a set of

relative propositions. Fbr example, if a text' specified that two

children were naughty and, in retelling the story, a child pro-

&cad a comparative Statement about how naughty the children were

-38
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the child would have made an algebraic inference. Algebraic

inference may.involve metric propositions which specifyiDetfic'

attribUtes (i.e. attributes having a degree), or they may involve

relative object, or pccppsitions which are nonnetric.

Ehamples of each sUb-type are

22A. Connecting retric propositions with algebraic relations,

e.g., specifyingtemporal order:

Protocol story 1, subject 1): .A little girl was

watering the flowers and then she...(temporal order);

228. COnnecting ncnmetric relative object classes or pro-

positions:

Protocol (story 1, subject 2): her (Michele's) mother

(kinship relations are 612mp1 of ncnnetric algebraic

relations between dative object classes, that is,

object classes*which are defined relative to one amther)

Dependency operations, the seventh class of inferences, are

operations which connect propositions with depsxlancy relations,

that is, relations which establish that bete proposition is dependent

on another propositionlegically; conditionally, or causally

(functicnally). Three inference types may be identified within

this class: (21 causnl inference, connecting propositions by

;Isms of causal relations, thus generating a causal system; (24)

conditional inference, connecting propositions by means of condi-

tional relations; tims'generating a conditional systan; and (25)
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logical inference, connecting proltositIons by mans of logical

relations-, thus generating a logical syttem. again, sub- types

can be identified for each inference typt: _Three illustrative

examples are:

23. Causal inference:

A. cannectumonnected eAnt;)with pausal relations,

'Protocoa (story 1, subject 3):,, Michele was

watering rthe flaws andscAshed and brokel..

(Michele caused proposition 2001-

F. inchoative (story 1, subject 1, propositioh 202YA

Story 1: Michele thinks tkat rather will be, me;

Protocol: She (nether) won't get mad;

24. Conditional inference:

A. Enablement inference (story 1, subject 5) - specify,

antecedent conditions for an event or'state

Story l Now Michele ,thinks thatMotherlaill be

She wants to nn away;

'Protocol: She (Michele) thought her mother might be

mad (201, 202): Then'she would run away

-,(204-207),

Finally, a child may operate on the truth-value of a proposi-

tion. Mae types of (26) truth-value oncrations are possible:

quallfica4on and negatl* on. -EXamples of these sub - types. are:
..,

267. Qualificatiph (story 1, subject 5, prof:es/tic:cis 201,

40:

4

.0°
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1, 202): 'Story 1: Now Michele thinks that Mothcr will

be mad; Protocol: She thought her night mother he mad;

26B. Negation (story 1, subject 1):

Story 1: -Mother will be read; Prot000l: She (Mother)

wcn't get mad. t.

To illustrate the. coding of in5erence types, the analysis of

tact-based inferences which occur in the story recall given

preyiouslY is presented' in Table 2. For each line of text fran eie

child's protocol, the Table present's (1) the number(s) of the

praposition (s) in the message base most closely matching the

proposjtion produced by the child in that line of text 'and (2)

the code number (from Table 1) of the inference type (s) corres-

.ponding to those operations which must be applied.tO the indicated.

proposition (s) to derive the child's proposition. This child's

protocol is fairly typical of those obtained by Hall, Peder, and

Cple for the Flower Pot Story. Inspection of this Table confirms,

by pxaaple; that inference is heavily involved in the everyday

processing of natural discourse.

Insert Table 2 about here

., Acre much-inference actually occurs when four year olgls/

. caice:eherdand retell sinple "norrative stories? that kinds of

Inferences mcallr anittilipw f'requirtly? Are there incort

and dammOloproarital differences in the amount mad kinds of inferences

\ : _
. .

. 12

0'
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which children produce? "Vow are tea-based inferences affected
.

'by the characteristids of a text? While we do not yet have

answers to All these quetiOns, sane preliminary indication of

what we can expet to find is orOvided'in Table 3 which reports

the distribution of inferences for five of the children studied

by Hall, P.eder, and Cole who were asked to two short orally

presented narrative stories.

4
. Insert 'Fable 3 about here

It is apparantfrom Table 3 that many of the possible infer-

ence type occur in this saNle of children's story recalls.

While we need to obtain recalls for. stories unaccorpaniedlby

pictures ,(since inferred information may be dived from the

pictures aoxrpanying the story1, therexperimental conditions'

used by Hall, A-Were-and Cole were sufficiently natural that it

is reasonable to suppose that the inferences observed are not

unrepresentative of those which typically would occur in the

cikrehensicn of short narrative stories. Of the tWenty-six

inference types, sixteen occurred in these children's recalls

And'many differentksub-types-also occurred. The most frequent

class of inferential operations was identifying operations (33),

foIligedbyevr41t generation (23), macrostructure operations

(18), frame operations (14), algebraic operations (11) , dependency

cperaticins (5), and trutiv-value operations (2) . Nb-lexical

42'
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operations most identifying ocerations involved time

inf- reflecting a strong tendency to shift'the time

4.

tation from the present to the past. Event generation is that

category of inferences which is most likely to reflect the effects

of pictures. Most of the algebraic inferences involved the temporal

ordering of events. Mile dependency operations were infrequent fob

these stories, there is reason. to expect this category of infeEences
11>

to be gFeater for types of discourse other than simple narrative

stories. Thus, in answer to the first two auestions, there is a

substantial amount of inference and the inferences are distributed-

over.a wide noire of inference . What About individual

differences? If one-looks dimply at the total number of inferences

prodUced by-individual children for each story, there appear to

be very substantial individual differences in the amount of text-

based inference. _However, there is same instability of these

differences across stories; If one looks at "the patterns of

inferencetypes.for individual subjects, there is consistency over

objects fog' some types te.g., time inference) arid inconsistency

for others. 11 results woad appear to indiC:ite 'that a detailed

investigation of individual and developmmtardifferenceswould

be extrerely fruitful. Finally, there were very substantial story

effects, even tor two short narrative stories. The strong

suggestion is that discourse characteristics will prove to have

.

twortant.effects on text-based inferences. What is flooded here

's-43
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is an investigation of spiccifiC;disciars% characteristics that
.

produce particulakinds of ed inferences,

Applications to Eirly PeadIZ InAructiin
7

It reMains to colder hca-the.developments'in the study of

children's disc se corplehonsion which h4ve been rep6rted here

can contribute' to the design and practice of early reading

. instruction: ,There appear to be three principal ways in which

. thisTesearch can benefit the teaching :Of r .(1) by

establishing goals for early reading inStruotion, (2) by providing

7essest t procedureson which to base insquctidnal decisions,

and (3) by pioviding instructional tasks 'and procedures which

card ircaoy in t4hingebeginningileadihg.

heed to be established for early reading instruction'

at many. .We have alreadirexamingd.,the highest level goals

and locnceptiaa of the comprehension process which

is being developelAOy researchers already has a direct bearing-on

the establishment of high-level.goals. However, more detailed

'aid specific goals'ruitalso be egtaAished in order to accomplish

the rajor'gimal,00thension. Specific rails can be established

co the hasistii research, Of .the kind reported here, whiah'investi-
,

gates the extent and types of text based inferenccs. which are

"characteristic of chi who are highly successful in school

tasks; and on thejcies and amount of semantic information they

adipitra fray writte texts. Another kind of specificistructional

44 .
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goal is a goal established for an individual child. Such goals

could be based on, e.g., an analysis of the kinds of seranfic

infothaticn children acquire from written texts, including

information whichis-inferred; or on carparisons of the kinds of

information a child acquires from written and spoken discourse.
.

The research which has been described can contribute to the

cdeveloment of assessment procedures in two ways. First, the

methods which have been described for analyzing children's story

recalls could be adaoted for use in classrcarts as an assessment

technique, much in--the way analysis cf oral reading "Miscues" is

employed as a classroom ae. For example, the methods /could

Le:us-d :-Jo compare the information a child acquires in reading to

that which he acquires from a structnirally similar text presented

orally. Such a comparison can be of value in making instructiional

decisions for an individual child. 'Thus% teacher could

establish reading goals for a chinld which were cooSistenE with

that child's bemprehensioniof oral discourse; or a teacher might

identify a child's *coprehension problem" as a general language

--ccobliarather than a problem specific to reading. SeCOnd, the

classification of inference types can be employed as a basis for

systematicallY ccostructing achievement test items to assess

aspects of diaccuirse processing,

The story retelling task which we have been employing in

our research is desirable.not only as a research task, but also

/".
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as an instrnctional task: 0Wourse recall is natural for Children,

it is dupLupLiate both for madina and oral disoourse comnrehension,

it does not necessarily bias a child to process a text in 'a
,

particular.way, and it providrn a rich source of information about

how a child processes a text in comprehen,.,,ingit.- FUrthermore,

as research knodledge ba.ed on this task accurulates, that knowledge

will be directly cr.e-rralizdble to instruction which employs the

same or similar tasks. Finally, anotherway in which reeing

imMtrimtian can be influenced by research on children's-eiscourse

cortprehensien is through enriching teachers' conceptions of they
knowledge and skill that is involved in colorehending disc curse.

ti

40
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Figure Captions

Fig. 1 PAcessina is in Discourse COrprehension'

Fig. 2 - Decisions vi Discourse Producticri

Fig. 3 - retwwk: The Flower Pot Story IStory 1)

1/4 Fig. 4 - Propositional Network: Subject.1

4

.,, .47
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Footnotes

1. This research was suoported by grant number GS-4023 from the

National Selence.Foundation to 67 author the author

was at the University F California, Berkeley. Tuny - oanclusions

or other views expressed here are the author's own and do not

represent the views of the _National Institute of Education,

the.Haticnal SeialmFoundation, or any other part of the

federal govern:lent. "Jo official support or endorseinent by the

National Institute of Etucation is intended or should be' inferreid.,

J.

2.. Conference on "New Approaches to a Pealistip Model of Language,"

Massachusetts InstitUte of Technology, March 910, 1976,

oe-Gpmsored by M.I.T. and the kerican Telephone and Telegraph

Ctapany.
411.

3. Figure 2 is reproduced fran R. Treedlle-CEdX, Discourse

production and Comprehension. Norwood, N.U.: Ablex Publishing

co.; 1976.

4. The twin staging was sugnested by Ckires (1975) who has drawn

an analogy between the of dismourse and the "staging"

of a theatrical prodbction.

5. In Hall, Rader, and Cole (1975) I.pe Flower Pot Story wets

accompanied by pictures illustrating the story: Of course,

.
children's story recalls could inelurie semlrtic inf&mation

.derived from the pictures as well as from the text.

2
t8
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Page 2 - Footnotes (cant'd)

6. -the propositional strictures are prepentea in detail in

Frederiksen (1975a); the propositional notation and the

characterization of these structures in terns of ranked units

are given in Frederiksen (1976a).

7. Story 1 is the Flower Pot Story in Hall, Feder, and Cole (1975)

Table 1.

8. Story 2 is the Ice Crean Story in Hall, Reder, and Cole (1975),

'Table 2.

1

ti
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Table 1

Major Classes of Text-Bated Inference

557
1110

Class of Operations Unitsa Infcre:.e Types
b

4.

Milk
I. Lexical 0 s lexical concepts 1. JETTCAL E23ANSION

.

II. Identification

'Opeziptp

III. Frane operationi

4

I

objectir actions,

,r Mates, events CATEGORY INFERENCE

2. LEXICALIZATION

3. ATThIBUTE INFERENCE

event frames

.4

.

IY. Evynt. Gmeratiun, propouit.iont; 19., TT 1NFERZNCE
. -

5. TIME

6. LOCATIVE INFELETCE

7. HASP INFERENCE

8.. DEGREE IffERVICE

9. ACT INAKENCE

10. CASE INFERENCE

11. INSTRUYENTAL INFERENCE

12; RESULT INFERENCE

13: SOURCE IhTACE-

i4. GOAL INFERENCE-

Iv

15. THEME INFERENCE

16. FRAME TRAN8ARMATION

17. DISEMDLIL.E.G
I

18. Dilik.TMItiG

55
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Table (cont.)

558

Class of Opratic:1.: uni b
Zaft:ron61!. Typ;"

V. }acroctructurt

Operation:

VI. Alubraic

.Operations

VII. Dependency

Operations

prop' itionc 20. SUPERORDINk:E EZEE-2.Ci:

21. SUBORDINATE INFERENCE.---

relative systems 22. AGEBRAIC

dependency systems 23. CA4SAL IR-ERE::OE

A. METRIC

B. NONMETRIC

t 24. COMITIC::AL

NA.13LF'..a:T

C B. PRESUPP3SITION

C. ANTECEDENT Il5=.C;EAk

25. LOGICAL INFERENCE

A. DEDUCTIVE INFNENCE

liw
11 B. CONDITIONAL PERFECTION

VIII..Truth-Value propositions
. 26. TRUTH - VALUE- OPERATIONS.

Operations A. QVALIFICATICN

B. NEGATION

!

. 56 /
J
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%Table2
A

Classification of Inferences: Subject 1, Story 1

Text from Protocol .
ti

/,-

Proposition(s)a Inference Types

A little girl1 was2 watering the flowers 100 208 (ACT), 5a (PAST)

and then

she broke the glass.

Don't worry said Mom,

we' 11 'clean up -the mess

she von t I get2
mad.

/

./

i.

She
1
put

2
it in a nice_iew3 pot4

and then
I

oho
l was 2

cleaning up the pot3

and that was °fill a accident also.

100 22A +TEM) (ORD)

100 19E

403 SA (PAST)

. 306 5A (FLT)

202 263, 23?

406-408, (:POT) 21B (ACT), 5A (PAST),
3A, 17D (THEME)

406, 500 22A (T (ORD)

500

302, 303

16A, 5A (ASPCT-CONT).
21B (0331)

19A

a Proposition(s) in message base'most closely matching proposition(s) in subject's protocol.
.

57 0
4)

58



www.manaraa.comr

Ilk

Table 3

rFrequencies of Inference Types in Five ,nildren's Recalls o'

Inferen:v.,

al.41-4.1..y 1

S1 C2 g3 S4 S5

Identifying C.T.,rati-Jns

.

'" 41.4,ibut, InfeAnce: StateA, _4... .,..

-'.1B. Attrlb 1-",-r^,-,.. Evc-ts

Cat-_,gzry StLtes

5A. Time

1

5 4, 6 2 2 1 27

Fra=e tperations

10A. FrLm,

12A. 1..el...at

These infzre

1610: Fraze

170.. Cp,rations: GOAL

171)..Diserabi_ltCperations: ?REM

lit la:. ir.,bding Cperas: GOAL

EL. Cerations: T}

ti

1

1 1 1

2

1

1

2

2

so
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Table 3 (cont.)

Inferenc,,

Story

S" 52 L3 34 35

C. ',v....

Event Generaticn &NO

/
Resuktive

iP
E.4:::.:

W, A-11

A 7,,,G C:;..li

9EG AG: + C3J1

1 1 1 2 8

1

1 1 2 . 8 ,-

1

Mackostructure Operations

Superordinate ir.ferencel

2--,3(K-3E1 Superordinate agent 1 1 2 ,.

2C31C,31 . Superordinate object 1 1 1 1 6

2C3(FAT1 SuperOrdinate patient 2 1

2:5. ..:up,:r:rdinate RESULT . 1

Cr"
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Table.. 3 (cont.)

Inference Typ,..

f /

Story S'..:ry 2

S1 32 S 35

Macrostructure Jiperations (cont.;

:r.fEr=,noe:

2"--.2,. L,bordinate agent '1 -V
2.3",. Zub-Jr,:inate object 1 1 2

2-. 1_...c9,,inate action _

e raic Opera4ons

-

22k. :etric Alubraic Cperatilang

411.

223. Nomletric Algebraic Operations

2

1

0

Dependency Operation's 1

Causal Inferencc:

- C-.4-.nect unconnected events

23F. incnoative

ConditionalInfrence:

:..t.1-.1,ment inference

1

1

1
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Table 3 (cont.)

Inference

Story 1 Stcry 2

S1 S2 S3 S4 S5 S3 S5

Truth-Value Cperations

a
26A.

26B. Nerctilr. 1

Subject T: ,_f-1.: 17 9 20 7 8 15 7 4 2

65,

.ra
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Internal Code

I.

Graphic (Acoustic) Input ''

Feature Code
-..,

(Set) 4:

1
Language Code too
(String)

.

All,

,.:

.
.

Syntactic Structure
(Parsing -Thee)

. .

Propositional Structure
(Semantic Network)

Propositional Structure
(Semantic Network)

564

Component Precessr's

FeatureAnalysis

Graphic (Acoustic) Decoding .

Syntactic Anftlysis

Semantic Interpretation

/Inference

ti Type of data structure indicated in brackets.
4

67
4
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Product

Message Dornain
1PtopoSitional network)

Message Base
(Propositional network of
information to be expressed)

Text Base

tPropoSitional network
chunked and also marked
for focus, emphasis, and
sequence)

Text

4

. Processes

68.

565

Retrieval processes, including:

Memory search :-
Selection
Pragmatic decisions

Staging operations, including

decisions about:

focus ttopicalizatiOn)
Sequence
Correspondence between sernentic
and textual units

Text generation

ti

t
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OPEN DISCUSSION OF FREDERIKSEN PRESENTATION...,

11'

MY: Carl, that is a very instructive and tnteresting paper I think, and I

think we can benefit from it a great deal.

'I air going to ask a question which is a-lot like the one I asked about Mb

decoding a minute ago,, because, from the perspective of my discipline, it seems

that the word comprehension is being used in dozens of..diffeent ways in the

field of reading:

I think that you define comprehension as ability to make inferences. Is

that what you mean?

FREDERIKSEN: No." By comprehension, I aeon whatever processing is involvednvolved in

acquiring propositional information from discourse. Propositional information is

of a variety of tyrs, has a variety of relationship to a text, and involves a

J
variety of processes interacting at different. levels.

.

SHUT: So, j,gerence, as you uses really a bey for a nuer f other,o 'oerf 'it i ll k f mb kinds

of, meanings that courd ,be used?

t 11

FROCRIKSEN: Right. I restricted my use of the word, jalerma to refer
vor . ,

A
, 1

processes that operate solely at a propositional level. Incidentally, those who,
,.4"

uei the tsrs AMS2ging also don't; /mean a simple unitary process* I ,think Dick

Pmmesky indicated that, it's% viOry complex process. These are just convenient

tabels,that, ws ut! to refer generally to the dos:els of processing .that "Ve are,

talking about.
72. lt
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SHWY: I don't deny that-it's possible,tobave a technical meaning of the term,

used by Alvie field, but when we get into any kind of cross-field suggestions,

terms such as coprehension get a little fuzzy. We would use,it in linguistics

'to describe semantic meaning or pragmatic meaning.

IP

'
/-- FREDERILSEN: I think that both are related to what we are discuising. Infeience

.

-is .very c sely related -to pragmatic meanie and presupposition. For example, I

have been working on a study of,children's conversations with Ars. John Dore and

Hill it Rockefeller University in which we are attempting to code both

.illooutionary functions,of speech eels andrelations among.propositions. What we

are trying to do is 1pok at conversations both from a propositional point of view

and from the,point of view of the illucationary functions of, speech acts. Ther
notion is that it should ultimately be possible to develop a description' of the/Aw
cognitive grocesses.w4ich operate in conversations and .ynderlie the _semantic,

tnpctional, and pragmatic relationships among speech acts.

A % .

SHUY: When you talk about the 9gnitive proceSses involved irr comprehension, can

I assume that you mean, and other people AlLreading- bidden meanings
- -11,-.

that are larcommon in the Stanford reading achievement,te-Ste- Do-you meant, for

nottane some things that really,look'like problem solving,_where you are given
. __

.
. .....

et task to,doj'and you have to go bi.6k and search through the text to see whether
. . , _

'

there.. were -'seven 'yellow rabbits4rionnitig down, the roadt and, then, perhaps find
. .

. 4
.. - ..-

.soother definitions as well? 'note tests ;always 'confused me, becsadie it
r

, 41
_- -

.

looks like titey-lutpell orthqSa kinds of -things together-and give you 's score.
. .

L,
/

,

k . f

nalgtlikSiir Yeacoiprehension inClud certain kinds of problem solving. SuehIll
*AI,

I r,.. , . A

,
-iiloitmaHammres'ire meaninglems to me it t like counting up all of the an9aals in.

/ .

I

r
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the barnyard. You don't know what you have when'you're through counting.

SEUT: Acen't you really, however, referring to all of those kinds of tasks?

571

- FREDERIKSEN: Yes. While we haven't yet a detailecPaccbunt of the comprehension

process, 4 do. believe Se have a way of identifying the different aspects of

comprehension. Iri`Nact, while the stud); of comprehension is becoming

theoretically very sophisticated, the data on which theories are based is very

thin. I have been trying tp Improve this situation by developing empirical

0
techniques which can provide a reasonably rich source. of information about

-inferential processes in compre4ension.

GREGG: You said that all of this is problem'aolvingleat about an algebra w*d

problem? Toitknow, it's Engliah.tw

(--- FREDERIESEN: It involves comprehension.
a

GREGG: then does tt become comprehension, ..anciC, whin. does It became problem

solving?

,

rinkftEms:oceprehensioa is A kind of problem solving.

GINO: All 41 way?

PROSIIII3CS: It pat depends on what you want to call it.
:

- 74
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I don't have a good definition of problem so' ing, nor do I see theses

, distinctions as clear-cut. All I want to do is describe what the human coglIftive'

,Olstem does in acquiring propositional knowledge from text. This can involve

operations on propositions whi,th may be described as problem solving.
I

GREGG: Well, I think that's part of the problem that we are all ha'ing at the

conference. We are just.going to call everything by one.big global name, so we

all have a chance to think in our own.way about it.

FREDERIESEN: Yes, I agree thatis a problem. I have tried to facilitate the

communication by distinguishing tbe several different kinds of internal codes.

14!*

For example, one can talk separately about a decoding component by referring to,

processes which encode information in terms cf an abstract language code. The
4

_problem here is that the inference Fategory is exceedingly large. So fAr, I have

been dealing with the lowest levels of in rence, but, there are clearly very

n

1
complex heuristics underlying such inferees in discourse ComOrehensiot,

k

heuristics that ye eventually wact to describe. My strategy is to "ease into*

tbi problem fry the bottom up. However, I have been attempting to describe

text-based inferencds in greakt detail, not in terms of a fey global categories.
NI\

GREGG: Well, I got,Roger to admit there was a decode one and decode two and

decode three, so there must be several technical terms that we could come to some-.
\-
agroesent,ri 1

MMS: What decodes are you referring to?

e,

GEOG: Oh, going fr9m letters to word,; from crorthograi)hics to the words

75
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theaselves, -but not from words to meanings.. Those are the things we really mean

by decoding. In yo),ir case, we mean going from the pensory code to the: language

code, which is go ffom one code to another code, and so maybe t,isn't decoded
^A

yet.

FREDERILSEN: I will be happy with any terns that we can mutually agree on.

KIRSCH: I think it would help, for instance, in this first elide of yours, it
I

you would add at least one other level A the bottom of that slide. You left out

meaning at the propositional level.

Now, what Ken was talking about Virat before yoU brought up the different
--

levels was a functional level which I think.:-would fit in very well if you would

add the seanidg level.

FREDERIESEN: The trouble is that I don't know what internal -code other than a'

propositional code is associatid with function.

IINTSCB: That doesn't really make any diffeopee; you don't really know what is

associated with ibe,other things either. You know it exists, though.
.

r .

BLOCK: I think.that your work is interesting, Carl, in terms of its iltential

for providing'a way to refine and elaborate otu- taxonomy of comprehension

and I think it would.be-ery useful for some of us who hive an interest in that

k he take a look afthe comprehension instruction in beginniag reading programs.

That is something Isabel and I did not have time to .do. I ea certain that there

is *some overlap lietween the knowledge and skills that programs develop and those

that erg required, but we dole* arrow the degree to which there is exact overlap.'

10
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4 We really do not know the extent to which the things that need to be learned are

a

actually being taught, although these things mayloot__ be explicitly stated as

being taught. Alb

FREDERIASEN: Yes, I would be very interested in that; I think that would be a

very worthwhile project. It would also be interesting to see hog it relates to

the often expressed remark that there is a difference in the kind of reading that

childien are required to do in the early grades airdwhat.happens in the middle

grades.. I beard that said a rot, and I have never seen any kind of detailed
2 11

analysis of the change that takes plice,-both. in the teitual materials and in the

context, including functional' context in which they are used.

f

SINGER: I want aome clarification o- n your bottom-up and top-down processing.

Don't you always go.from bottom to top and then from top to bottom? You

don't startat the top,'in your-top-dot-in, do you?

FREDERILSEN: Well, I was starting with the assumption that you have a language

code, first- of all: -out One always atarts a% the bottom. The question is bow

far do you go,.so that Shank dust goes a little way, and then- he starts doing
. . .

things at a higher level. That's the reason I said it is an oversimplification

to talk about a botCbm-up model versus a cop -down model. II*think this is just a

way of characterizing differences that can docur in theiwiti'coaponent processes

interact.

You should see, for example, the flow chart MIT has put out, a thing ° called

0
-*People's Flow Mart for the 'Winograd Proirsa.° It's incredible. Have you ever4I0

seen it.tIt's just A the interaction, the way those subroutines interact.

77
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There is no simple distinction between a parser and a semantic interpreter and a

logical component. The Winograd approach to grammar is called procedural

`,grasser--a series of programs or procedures which ultimately generate semantic

representations not unlike the one that I an using.

- DUES; Could you expand-od yoUr doiient that you .felt that the oral reading task

biased the child to a bottom-up approach?

FREDERIMEN: I don't know this bo be true, but it seemms a reasonable guess. You

could find out by studying the kinds of infortation children acquire from a text

read aloud or silently. You could have a child read aloud, and -*then have the

child retell. -the story and compare the child's recall to that obtained by just

asking the child to read a story, or listen to a story. One would look at the

kinds of information the child incorporates into his retelling of the story under

the different conditions.

One effect of oral, reading is to increase reading tise. Oral reading would

alsoa eonstriin the-way in which a line0Of text is scanned. For example, suppose

eye fixation data were studied in oral reading as.cpposed to silent reading. If

one found major differences, I would assume that welld be evidence for different

prooessiniCstrategies. You-would erebebly find more fliation points on a line on

a text in oral reading than im eikeni-reading. Is that right?

CHILL: That's on a level.

WM:. Because ttie raider is ;oil* sloeer.

41121211664 letel of reading, ydu mean?

,e
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MAUL A level of reading.

576

DOKS: But the oral reading rate slows the reader down, there would be a

constraint on fixations.

FREDERIMEN: You could maintain the same number of fixation points and increase

fixation durations, for example. As a matter of fact, the 'most interesting work

on eye movements now, I think, ooks at eye movementa.frce the point of view of

the cognitive processes that cont ol then.
k

\N\.

DOM_ I asked tge question because there is some suggestion in the literature

that, in the oral reading task, the reader does comprehend, and the oral output

is generated from a higher semantic representation. I don't know exactly

the nature of that semantic representation is.

6

FREDERIESEN: It seems likely that oral reading can occur with or without

comprehension. I can read stories that I have read many times before to ay son

without processing the stories at the semantic level at all. In fact, 'I can even

be thinking aboUt a problem while I am reading a]oud to my son, or I can be\

thinking about the story. My son dan recognize whether I as thinking about the

story pr not. He'll say, "You are not paying attention, Daddy.'



www.manaraa.com

April 13 --A.M.

4,00

PRESENTATIoN BY DENNIS FISHER

577

RESNICK: We move next to' Dennis Fisher's paper, *Dysfunctions in Reading

Disability: There's More than Meets the Eye." .

A

S.
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